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An accurate determination of the condition of a battery is a key challenge in operation. As the performance
of lithium-ion batteries is degrading over time, an accurate prediction of the State-of-Health would improve
the overall efficiency and safety. This paper presents a prediction method for the State-of-Health based on
a Gaussian Process Regression with an automatic relevance determination kernel in a single model for three
different types of battery cells. After reducing the dimension of the problem and a sensitivity analysis of the

features, the model is trained, validated, and further tested on unseen data. A minimum test error is obtained
with a mean absolute error of 1.33%. Combined with the low uncertainty of the prediction results, this shows
the applicability and the great potential of forecasting the condition of a battery using data-driven methods.

1. Introduction

One of the biggest challenges society is currently facing is the reduc-
tion of greenhouse gas emissions. In combination with the government
policy requirements, the general move to renewable energy and the
electrification of the transport sector is inevitable [1]. Due to their
long lifetime and their high energy density, lithium-ion batteries (LIBs)
have taken on a predominant role in the automotive industry [2]. To
maximize the efficiency, achieve a high driving range, and ensure a
safe and reliable operation, it is crucial to determine the condition
of a battery [3,4]. As LIBs are complex electrochemical systems and
are facing a high variety of operating and loading conditions, it is
a key problem to accurately predict the State-of-Health (SOH) [5].
During battery ageing, the battery performance degradation is caused
by various intertwined factors. The variety of cell manufactures and
submaterials, as well as the complexity of the manufacturing process
result in structurally and physically different cells, even for battery
cells of the same kind [6,7]. To determine the SOH of a battery
cell, two main methods can be distinguished: model-based and data
driven [6,8]. Equivalent circuit model (ECM) based methods are widely
applied. They do not consider the chemical composition of the cell, but
they approximate the behavior of the cell as a combination of basic
electronic components [9]. High efforts are necessary to determine
the parameters of the model, and based on the desired accuracy, the
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complexity of the models vary widely [10]. The ECM based methods
are often combined with filtering algorithms, for example Kalman
filter to estimate the SOH [11]. Data driven methods do not require
to approximate the complex internal electrochemical processes under
uncertain working conditions. They are only dependent on the data
basis, which should reflect the battery behavior. Disadvantages are the
time and cost intensive aging tests to obtain the data [12]. A huge
and reliable dataset is necessary to train the machine learning (ML)
methods and to select the optimal hyperparameters for predicting the
target values. Advances in computational power and data generation
are driving factors for the success of statistical and ML algorithms [13].
Especially in the context of a big data platform in the vehicle field,
health monitoring of LIBs based on ML can profit from the huge amount
of data and can result in highly accurate models [12].

There are several approaches to estimate the SOH of LIBs based on
data-driven methods because of their ease of use and the potential to
optimize the resulting models, as more data becomes available [14,
15]. In comparison to physical models, the complex electrochemical
processes do not have to be modeled. On the one hand, data-driven
approaches are concentrating on artificial neural networks [16-19],
and in that field mainly on long short-term memory (LSTM) net-
works [20,21]. On the other hand, probability models gain high interest
for predicting the condition of a battery resulting in robust models with
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high accuracies [22,23]. Main representative of these model types are
a Gaussian Process Regression (GPR) [24-26]. Another advantage of
those models is that it is not only possible to predict the condition of
a battery, but also to express the uncertainty of the estimated results.
The results are not only a function for target values y = f(x), but they
also show the distribution (y|x) of the prediction [27].

Richardson et al. [28] extracted features manually to predict the
SOH using a GPR. They consider the integrated current through the
cell as well as time elapsed during the loading pattern. With the matern
kernel for handling varying degrees of smoothness, they reach a root
mean square error (RMSE) of the model of 4.3%. Similar to that, Feng
and Shi [29] manually extracted features from the charging patterns
of the battery and trained their model based on five features. The
features consist of the times of the loading pattern and the change in
current and capacity with the highest correlations between the current
change and the SOH. They also use a combined kernel function for
long term decrease, fluctuations, and noise and obtain error values
below 3%. Yang et al. [30] extract four features with the times of
constant current and constant voltage phase and the two slopes of
the charging curves to train a GPR with two squared exponential
functions as the kernel. The model results in errors below 6%. In
contrast to the approaches with manual feature extraction, Tagade
et al. [31] developed a deep GPR with an automatic feature extraction
method for capacity and end of life prediction. They used a random
sequence of time, voltage, and temperature and extracted the features
with the hidden layers of a deep learning network. The results show
mean absolute errors (MAE) below 10%. Further, they observe high
correlations between the outputs of the hidden layers and the internal
battery parameters, indicating the applicability of automatic feature
extraction methods. Greenbank et al. [32] used the data distribution
of the time series of voltage, current, and temperature and calculated
the four different percentiles as input features. When estimating the
capacity, they reach errors below 2%. For many approaches in the
literature, the open source datasets available from the NASA Ames
Prognostics Center of Excellence repository are utilized. On the one
hand, this emphasizes the need for reliable battery ageing data or data
improvement and augmentation methods, yet on the other hand, it
improves the comparability of different models. Next to the data and
the feature extraction, a key point is the selection of a suitable kernel.
The accuracy of a prediction model based on different kernel functions
is analyzed by Liu et al. [33]. They perform the prediction on calendar
aging data under different conditions and conclude that the automatic
relevance determination (ARD) kernel, specifically a matern kernel, is
most suitable for a forecasting model based on calendar aging data.
Overall, despite its high sensitivity against hyperparameter, the matern
kernel is commonly used for the SOH estimation, as it is easy to control
the smoothness of the functions and the ability to approximate local
and globally varying functions [28,32,34,35].

The contribution of this paper is the novel approach to develop
a prediction model for the SOH for different battery types, the com-
parison of feature pre-processing methods, and the development of
the kernel function. Our own dataset of ten battery cells is used and
enlarged by a public dataset of four more cells. As the cells are operated
under different conditions, the dataset offers a wide variety of battery
degradation. The field of electrical energy storage is highly relevant
in current research, but most prediction models are only trained and
validated for one battery type. The adaptability to technological leaps
and the flexibility between different types are key advantages of the
proposed model. This approach can be explained as transfer learning
in the field of battery analysis, where, in this case, the results of
one battery type can be exploited to improve the prediction for other
battery types. Therefore, all data sets are upfront splitted in training,
validation, and test data sets. The prediction model is then trained
with one battery type and two times retrained for the other battery
types. The used values are direct measurements with current, voltage,
and temperature. To reduce the risk of overfitting, the dimension of

Journal of Energy Storage 88 (2024) 111649

the problem is reduced. Instead of manually extracting the features,
two different approaches to create features are compared. Next to a
principal component analysis (PCA) to reduce the dimension by analyz-
ing the variance, the number of included timesteps for the prediction
and the impact on over- and underfitting is examined. This is done by
analyzing the correlation between time steps and target values and then
evaluating the impact on the model results. The detailed and accurate
extraction of features is crucial for a reliable model with low forecasting
errors. Moreover, an oversampling strategy is performed to investigate
the effect of artificially created data on the prediction model. The re-
sults of the model based on standard metrics are presented in Section 3
and discussed in aspects of an application and data-driven optimization
of the model.

2. Materials and methods

Data pre-processing is the key to a successful prediction model, as
it is the process from the data selection to the creation of features
for training a ML model. The proposed model is a GPR with the pre-
processed values of voltage, current, and temperature as features and
the SOH as the target value.

2.1. Data origin

LIBs are subject to inevitable aging during operation. The aging
behavior is influenced by several operating and environmental con-
ditions [36,37]. To develop a ML model for predicting the SOH, it is
important to use reliable data over the whole cycle life of a battery
cell. In this case, different data sources are used to train and test the
SOH prediction model. All in all, the aging data of 14 different battery
cells are used. The aging experiments are conducted using five cells
of battery type A (Sony US18650VTC5) and five cells of battery type
B (Samsung INR18650 25R). Both cells are 18 650 lithium-ion battery
cells with the same cell chemistry (LiNiMnCo0O2), but have slight differ-
ences in capacity and maximum discharge current. As battery cells are
complex electrochemical systems, there is an additional variation in the
aging behavior within one cell type. All ten cells are charged in CC-CV
mode with 4 A and 0.1 A cut-off for the CV phase. They were discharged
with a constant current of 10 A within a voltage range between 2.5 V
and 4.2 V to represent high load scenarios [38]. The cells are cycled
in a temperature chamber at 25 °C. Next to current and voltage, the
temperature of the cells is measured. The temperature curve during the
discharge cycle over the aging process for an exemplary cell is shown
in Fig. 1. The temperature is plotted against the state of charge (SOC)
and the SOH is indicated by the color.

The capacity decrease of the battery cells can be characterized by
the SOH, see (1), which is the ratio between the remaining capacity
0,.,w and the capacity at the begin of life Qpzp; .

Qﬂow
Opor

SOH = €8]
The decrease of the SOH over charging and discharging cycles of the
ten cells is shown in Fig. 2. The type A cells in this case have a higher
variety in the aging behavior. On the contrary, the degradation curves
of the type B cells are overlapping.

Additionally to this data, a public dataset from the NASA prognos-
tics data repository is used [39]. Four commercial 18 650 Lithium-Ion
batteries were cycled using a sequence of charging and discharging
currents between +4.5 A. To determine a value for the SOH, reference
charge and discharge cycles are performed after 1500 periods of ran-
dom walk loading operations [40]. As the cells are not charged and
discharged with a constant current, the data is closer to a real world
application. Only the data of the last reference discharge cycle is used
to predict the SOH. Overall, the battery cells data show a wide variety
to cover a broad range of operating conditions and even different cell

types.
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Fig. 1. Temperature profile of a battery cell during discharging with constant current
over the cycle life. Every 30th discharge cycle is plotted till the end of life of the cell.
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Fig. 2. Aging behavior of the battery cells from the own dataset. The decrease of the
SOH is plotted over the cycles during aging experiments for five battery cells each. All
ten cells are loaded in CC-CV mode.

2.2. Feature extraction

The input data points for a ML model are called features. The
process of selecting these features from the raw data is highly important
for a prediction model with low error rates. First, the data of each
battery type is separately split into a training and a test dataset with
the ratio 80:20. The training data is further subdivided into the final
training and validation data with a ratio of 90:10. The validation data
is not used for the training, but it is utilized to tune the parameters of
the model. Next step in the data preparation process is the scaling of the
data. The data points x; are normalized using the standard deviation s
and the mean values X of the data distribution resulting in the scaled
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Fig. 3. Initial feature matrix with the data of n timesteps for m SOH values. One
timestep t consists of a value for temperature T, voltage V, and current I.

input features x7, see (2) [41].

Xt = )

The feature matrix rows contain values for voltage, current, and tem-
perature for up to over 90 time-steps for a single discharge cycle. In
sum, the initial feature data consists of voltage, current, and temper-
ature for a whole discharge cycle with a sample rate of 10 s. The
initial feature matrix is shown in Fig. 3. One timestep t contains values
for temperature T, voltage V, and current L. Starting with the actual
timestep at the end of a discharge cycle, the timesteps go back in the
past, which is indicated by the negative sign. Each row defines the input
values estimating one SOH value.

The data is used to predict the target values for the SOH of the
battery. The target vector has the length of 7581 for all reference SOH
values. This implicates that the number of features for one target value
is smaller than the number of target values, but it is roughly in the
same order of magnitude. Similarly, in the context of the “curse of
dimensionality” and to reduce the risk of overfitting, it is favorable
to reduce the dimension of the problem. In comparison to other ML
models, GPRs are typically not so prone to overfitting, but not immune
to it. Therefore, the trade-off between improving the model and the
risk to drop valuable information has to be assessed in detail. Two
methods are pursued. Firstly, the dimension of a whole data batch is
reduced by a PCA and, secondly, the number of timesteps included in
the feature matrix is decreased. A PCA is a common method to reduce
the dimension by analyzing the variance of the different components
and including only the relevant components of the feature matrix. It is
a technique to reduce the dimension of a feature matrix while removing
highly inter-correlated data. The information content is measured using
the variance. The data is linearly transformed into a new coordinate
space with a lower dimension, but a remaining variance in the dataset.
The PCA is closely related to the singular value decomposition (SVD),
which is a factorization of the feature matrix M in two orthogonal
matrices U and V, and a diagonal matrix Y with the singular values o,
which are the square roots of the eigenvalues A [42]. This is shown in
(3).

M=UZVT 3)

The orthogonal matrix V' is the orthonormal basis of the eigenvectors
of MT M. The matrix U can be calculated with (4).

u; = in,- 4

Oi

A SVD is usually computationally more efficient than an eigen decom-
position of the covariance matrix, and it can be used to perform a PCA
because of the relation between singular and eigenvalues.

Next to the PCA, the included timesteps for the prediction are
reduced. Starting with a timeseries of 90 timesteps, the number is
decreased while analyzing the correlation between the measured values
of different timesteps with the target value. This dimension reduction
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approach results in a feature matrix that only contains data in a low
state of charge (SOC) range. General aim is to use only a short period
of time to keep the prediction model simple and to reduce the risk of
overfitting.

Further, an oversampling algorithm is used to enrich the data basis
and to optimize the prediction model. The algorithm “Synthetic Mi-
nority Over-Sampling Technique for Regression with Gaussian Noise”
(SMOGN) is used [43]. A relevance function correlates the target values
with a relevance scale in the range between 0 and 1 to enrich the data
basis in certain areas [44]. The data above a pre-defined threshold
are used for an oversampling process. Depending on the distance
between the seed sample and the k-nearest neighbors, the technique
“Synthetic Minority Over-Sampling for Regression” (SMOTER) [45] is
applied or a new example with Gaussian noise on the seed example is
generated [46]. The impact of the method on the prediction model is
analyzed and discussed in Section 3.

2.3. Gaussian process regression

A GPR is a Bayesian approach to estimate a distribution over pos-
sible functions with the aid of prior knowledge [47]. Key advantage is
the robust learning from small training sets, where the dimension of the
model is similar or greater than the amount of data points to train the
model. GPRs result in a predictive distribution and not a single value,
and they are based on kernel functions between the input examples.
The hyperparameter of the kernels can be learned by maximizing the
likelihood of the training data and, therefore, it is typically more
efficient than other hyperparameter optimization techniques, like a grid
search [48]. The general goal of a GPR is to recover a function between
variables with an error ¢ for N data points {(x;, yi)}N see (5) [49].

i=1’
yi=f(x)+e€ 5)

The problem is solved by parameterizing the function f with weight
parameters w for H basis functions {d)h(x)}f: I

F&) 1= {(x), w) (6)

A likelihood function for an output vector Y is created, and the as-
sociated noise terms s,,,;,, are assumed to be independent and normally
distributed.

N
pY 110 = [ p0ilxi £) = N(Y I £, 1) @
i=1

With an Gaussian process prior over the functions in (8), the results
are shown in (9) with the terms in (10) and (11), where f can be
sampled for the joint posterior distribution by determination of the
mean and the covariance matrix K.

f ~GP(m(x) =0, k(x, x")) 8)
FIX,Y,x" ~ GP(f,cou(f)) ©9)

F=k(' X)K+s2. 1Y (10)

noise

cov(f) = k(x', x") = k(x', X)[K + s> . IT7'k(X,x") 11

noise

In (10) and (11), k(X,x") and k(x’,X) are kernel functions with the
training points as input. K denotes the Gram matrix with the elements
K;j = k(x;, x;).

To convert the distribution prediction to a point prediction, a loss
function L is used. By minimizing the loss, the optimal solution predict-
ing target values y* based on new input data x* is calculated, which, for
the symmetric loss function, is the mean of the predictive distribution
u*. To calculate this, the transposed kernel vector k}’x*, the covariance
matrix K, a noise term sime, and the identity matrix Y are used.

Yopi |X*=argmin/L(y*,y iction)
optimal prediction (12)

xp(y*|x*, X, Y)dy"
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W=k (K + 55, DY 13)

noise

The kernel functions are chosen to best approximate the data distribu-
tion. There are several factors, which have to be taken into account
while choosing the appropriate kernel function. Instead of an isotropic
kernel, an automatic relevance determination (ARD) kernel is used. An
isotropic function is commonly used as kernel as they work well for
interpolating smooth functions, but it has limitations as it only depends
on the distance between kernel arguments and not on the direction, as
shown in (14) [50].

k(x,x") = fllx =l 14

By using an ARD kernel, it is possible to use separate length scales
on different dimensions. The length scales are utilized to determine
the relevance of an input and, consequently, it can be used to remove
irrelevant inputs [51]. The sum of the radial basis function (RBF) in
(15) and the rational quadratic (RQ) kernel in (16) is used. s, is
the noise variance, diag(%) a diagonal matrix with the length scales
I, a a smoothness factor, and x and x’ the data points. While both
parts contribute to the ARD effect, the RQ part increases the robustness
against outliers.

k(X, X’) — Sivise A e—O.S(x—x’)Tdiag(%)(x—x’) (15)
llx =17\

k(x,x)= 1+ —=— 16

(x.x') ( > (16)

Different metrics are used to evaluate the performance of the model.
The RMSE enhances the impact of larger errors, while the impact of
different error values is the same for the MAE. The used metrics with
the real target values y; and the estimated target values y! are shown
in the following:

RMSE(®y;, ) = a7

n
1 ¢
MAEQ;.y) =~ 3 1y =] as)
i=1

The general procedure to develop the prediction model starting with
the raw data till the evaluation of the forecasting results is summarized
in Fig. 4. To analyze the reliability and robustness of the prediction,
the model is retrained ten times with a different allocation in training,
validation, and test data.

3. Results

To compare the accuracies of the predictive model and the influence
of different data processing methods, two different metrics with RMSE
and MAE are used. With a varying amount of input data, the risk of
overfitting is minimized and features are extracted for the final model.

3.1. Dimension reduction

Two main approaches to extract features for the model can be
separated. By selecting a pre-processing method, the data is analyzed
and information can be gained from it. The first approach is a PCA. By
using this data based dimension reduction method, the variance of the
different components is analyzed before the final dimension is selected.
Basis for the reduction is the coverage of a broad range of the initial
variance of the data. The results with the variance accumulated over
the principal components is plotted against the dimension in Fig. 5.

With the usage of five components, a variance range of over 99.99%
can be covered. Thus, the final dimension is selected to be 5. In
addition, based on the PCA, a classification for the different battery
types is possible. The results are visualized in Fig. 6. The SOH is plotted
over the first component of the PCA. For reasons of comprehensibility,
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Fig. 4. Flowchart of the methodology and the procedure for developing the prediction
model for the SOH of LIBs from data collection over data pre-processing to the
forecasting and its evaluation.
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Fig. 5. Accumulated variance of the components using a PCA for different dimensions
of the input data. The number of principal components (dimension) is specified on the
x-axis.

only one principal component is used for the visualization, but as
described, five principal components are used for the prediction.
Several aspects are noticeable. Three different areas of data points
can be separated. The areas can be allocated to the different battery
types. Based on the feature data, it is possible to categorize the data
without additional information of battery type or cell chemistry. Both
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Fig. 6. Comparison of battery data sources using the PCA. The SOH is plotted over
the first principal component. The three different sources can be separated based on
the variance of the data.

Table 1
Results of the State-of-Health prediction with the oversampling method and re-training
the model ten times.

Metric Mean error Standard deviation
RMSE train 7.492 0.196
RMSE validation 11.171 1.834
RMSE test 8.993 3.147
MAE train 1.369 0.065
MAE validation 6.857 2.305
MAE test 6.862 2.837

dense prediction areas on the left and in the middle are data points from
the own dataset without the random charging and discharging cycles.
The third area contains the data points from the public dataset. The
data is compared to the other two battery types wider distributed and
it covers a higher SOH range.

3.2. Prediction model

The data of 14 battery cells is used to predict the SOH. Considering
the different battery types and loading conditions, it results in a high
variety of the data and impedes the prediction. To tackle this problem,
an oversampling strategy is applied to enrich the dataset. The SMOGN
algorithm is used. It is adapted from the SMOTE algorithm, which was
originally developed for classification tasks. Instead of increasing the
accuracy of the model, it was deteriorated. The main problem of the
oversampling method, which is based on a k-Nearest-Neighbor tech-
nique, are the battery parameters current, voltage, and temperature.
They are internally correlated and affect the SOH of a battery cell in
different ways. This complicates the prediction task and the possibility
to add artificial data without expert knowledge. Next to the accuracy
of the model, the robustness is analyzed by means of the resulting
standard deviation by re-training the model ten times. The results are
summarized in Table 1.

Regardless of the evaluated battery type, the oversampling strategy
leads to higher errors in the SOH prediction. While increasing the
error for the battery type A and B with the same loading conditions
by approximately 0.3%, the addition of the public dataset with a
higher variety of loading conditions impairs the accuracy with the
oversampling method by 6.3%. Despite the increase of training data
with the oversampling method by 30%, the training speed could be
reduced by approximately 10%.

Nevertheless, compared to the results of the model without over-
sampling, shown in Table 2, the errors are higher. The same results are
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Table 2
Results of the State-of-Health prediction with the PCA, ten times re-trained model.

Metric Mean error Standard deviation
RMSE train 2.793 0.6448
RMSE validation 3.005 0.146
RMSE test 3.039 0.301
MAE train 1.398 0.327
MAE validation 1.405 0.083
MAE test 1.431 0.152
W RMSE Train RMSE Val RMSE Test
Il MAE Train [ MAE Val MAE Test
6
5

t=90 t=75 t=60 t=45 t=30 t=15 t=9
Number of timesteps t

Fig. 7. Comparison of the prediction errors based on RMSE and MAE for varying input
features divided in training, validation, and test error. The timesteps t included for the
prediction are indicated on the x-axis.

obtained for the standard deviation, as the model with the oversam-
pling technique shows higher deviations while re-training the model.
With the created data points based on the oversampling algorithm, it
is not possible to represent the real degradation behavior. Thus, the
oversampling method was not used for the final model. Table 2 shows
the errors for the model with the PCA. Training and validation errors
are close to each other, which indicates that there is no overfitting.
The validation data is used to fine-tune the parameters. The test data
is unseen for the model. Nevertheless, the error values of the test data
are similar to the validation data. This shows the generalizability of the
model and the applicability for unseen data.

Next to the PCA, a second dimension reduction method is con-
ducted. The number of included timesteps is decreased to reduce the
risk of overfitting. The sensitivity to the number of input features is
analyzed. The results for selected number of timesteps is summarized
in Fig. 7, where the training, validation, and test errors are plotted over
the time sequences included for the prediction.

The results for 15 timesteps show low errors and no indications for
overfitting, as the deviations between training and validation error is
small. Therefore, 15 timesteps are included to develop the prediction
model for the SOH. By further lowering the timesteps, the model error
is increasing again and the features are not sufficient to adequately de-
scribe the phenomenon. This is typical for underfitting. The comparison
between the algorithm with oversampling, with the PCA, and with time
step reduction method is summarized based on the MAE of training
and test of the model in Fig. 8. All models are retrained ten times and,
additionally, the resulting standard deviation is shown as well.

While developing a GPR, a distribution over functions is created.
This is called the posterior distribution. The mean values of the func-
tions are used for the actual point prediction. Four exemplary functions
of the posterior distribution and the mean for one battery cell are shown
in Fig. 9.
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Fig. 8. Comparison of the results of the algorithms with the oversampling strategy,
with the PCA, and the final time step reduction method. The MAE for training and
test of the model with the corresponding standard deviation for a ten times retrained
model is shown.
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Fig. 9. Exemplary posterior distribution of the GPR for the SOH prediction over cycles
with four different samples for one battery cell. The sampled functions and the mean
for the SOH are plotted over the discharge cycles.

Oscillations, both up and down, can be observed for the sampled
functions. The fluctuations also vary between the sampled functions,
but they are all distributed around the mean curve. On the contrary, the
mean function exhibit a smooth decrease over the cycles, which is close
to the real data. The mean curve is very similar to a smoothed sample
function. It is striking that in the high SOH area the deviations are
mainly downwards, while the deviations after that are similar on both
sides. The points with no deviations are explainable as they are the grid
points used for training the model. To analyze the predictability and
the associated uncertainty in detail, the real data, the predicted values,
and the 95% confidence interval for the same battery cell are shown
in Fig. 10. To calculate the confidence interval, the lower and upper
boundaries are calculated with the standard deviation and the factor of
|1.96|. Consequently, there is a 5% chance that a data point lies outside
the confidence interval. Additionally, an exemplary area is presented in
more detail to give a clear visualization of the deviations between real
and predicted data with the associated confidence interval.

Within the 95% confidence interval, there are deviations smaller
than |2|%. Thus, the uncertainty in the prediction of the model is
low and the deviation from the real value is small. The confidence
interval is similar over the whole prediction area, which means that
the accuracy of the prediction does not change over a decreasing SOH.
The predictions and the real data are also overlapping for most of the
degradation curve. Higher fluctuations can be observed at a SOH of
75%. This can be explained by the data, where the edge regions are
not as represented as the other areas, and by the ageing behavior of
a battery cell with an approximately linear decrease at high SOHs and
a faster decrease at the areas of a lower SOH. The zoom-in shows an
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Fig. 10. Results of the GPR for one battery cell with the real data, the prediction,
and the 95% confidence interval. The zoom-in shows both the deviations between the
real data and the prediction of the model, as well as the range of the 95% confidence
interval in more detail.

Table 3
Results of the State-of-Health prediction with the final, ten times re-trained model.

Metric Mean error Standard deviation
RMSE train 2.376 0.130
RMSE validation 2.478 0.196
RMSE test 2.777 0.361
MAE train 1.226 0.058
MAE validation 1.305 0.114
MAE test 1.330 0.042

exemplary area between cycle 300 and 400. It can be observed that the
prediction and the real data are very similar for most of the data points.
Small fluctuations in the forecasting results lead to increased errors
and, overall, the prediction curve exhibits more noise. The magnitude
of the noise is small, as intended through the kernel function. All
in all, the predictability over the whole covered area can be shown.
To further evaluate the model, different metrics are calculated. The
resulting RMSE and MAE for training, validation, and test of the final
model are summarized in Table 3. The model was retrained ten times
to analyze the robustness. The mean values and the standard deviation
are listed.

The metrics for the validation error were used to optimize the
hyperparameter of the model. The testing data set was not used in
the development of the model. Indeed, the testing metrics show only
slightly worse results than the validation errors. This means that it is
possible for the model to predict the SOH for unseen data, resulting
in a MAE under 1.5%. The combined kernel function to approximate
the long term and the short term behavior of the battery degradation
is suitable. As the validation and test errors are similar, the calculated
function between input features current, voltage, and temperature and
the SOH is generalizable. It is possible to train the model for different
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types of battery cells, which, in this case, are all cylindrical LIBs of
the form 18650. By combining the data, the developed model can
accurately predict the decreasing capacity. Based on the standard devi-
ations for retraining the model ten times, it shows robust behavior. This
shows the general applicability of the GPR for degradation forecasting
of LIBs. Further, the standard deviation for retraining the models is low.
Reason for the deviation of the results is the random split in training,
validation, and test data. Consequently, the data basis is sufficient for
this scope of SOH prediction. Compared to models in the literature,
similar to lower errors can be obtained. While these models are only
applicable to a single cell type, the presented model is trained, vali-
dated, and tested for different operating conditions for three different
battery types. While the mean training error is a MAE of 1.226%, the
test MAE is obtained with a value of 1.33%. It demonstrates the high
accuracy for unseen data. In addition, the confidence interval shows
the high reliability of the prediction using a GPR.

4. Discussion

A major challenge in ensuring a reliable operation of battery cells
is the determination of the condition. Conventional battery models
require high computational power or exhibit lower accuracies. There
is high potential of using data-driven predictive models, especially
for probability models with uncertainty values for the results. The
usage and optimization of a GPR to forecast the SOH of a LIB from
data pre-processing to the final ML model is discussed, as well as the
applicability and flexibility for different battery types.

4.1. Data processing

Several aspects have to be considered applying data pre-processing
methods. Two main areas can be separated. The first one is the di-
mension reduction to minimize the risk of overfitting, while retaining
important features. The second one is data augmentation, which is the
artificial creation of additional data to train the ML model. By using
these methods, the complexity and the necessary computing power
should be kept low. Thus, the preferable aim of this data-driven model
is to use the measured values with current, voltage, and temperature
to reduce the pre-processing efforts for the model inputs. Compared to
other ML models, the impact of overfitting of a GPR is small, but it can
be determined. By using the raw data as input in the model, the model
tends to overfit. This can be seen in the higher deviations between
training and validation errors for higher numbers of included timesteps.
This trend is also increasing using higher dimensions, which is typical
for overfitting. Therefore, a dimension reduction method is important
to improve the model. The utilization of a PCA is reasonable and
leads to lower prediction errors. Drawbacks are the development time
while keeping the balance between dimension reduction and excluding
important information, as well as the additional calculation step in the
final model. In comparison, a reduction of included timesteps results in
slightly higher improvements. The model benefits from using time se-
ries data of the battery parameters and, hence, the high intercorrelation
in the data can be exploited. Therefore, a feature reduction based on the
timesteps is possible. The complexity of the model is reduced and the
storage requirements for historical data can be kept low, which is also
beneficial for an application. A ML model is highly dependent on its
data basis. To improve that, data can be artificially created using data
augmentation techniques. Because battery aging tests are time- and
cost-intensive, data augmentation could be an alternative to improve
data driven models. There are several approaches, but nearly all of the
methods are developed for image processing and the possibilities for a
regression are rare. In this case, the SMOGN algorithm is used to enrich
the data basis. This approach is based on the present data and does
not include electrochemical knowledge or simulations. Therefore, the
method, which is evolved from the k-Nearest Neighbor algorithm, is
depending on the arbitrary number of dimension. In addition to that,
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the intercorrelation impedes the problem because the data points are
very similar. The impact of the parameters on the current condition
is evident in varying degrees and different combinations of battery
parameters can lead to the same battery condition. The same phe-
nomenon could be observed for the data with constant loading and for
the data with higher variety in the loading conditions. Nevertheless,
the training speed could be reduced by using the oversampling method.
This is an indicator that the enlargement of the dataset could lead to
a better approximation of the correlation between the input features
and the SOH. It is expected that the SMOGN algorithm can improve
the prediction if the data can represent several loading conditions.
However, it is a time-consuming process to find the optimal parameters,
as each artificially created data point is highly depending on the real
data points next to it. In this case, the data augmentation technique is
not improving the prediction results, and it is therefore not used in the
final model.

4.2. SOH prediction

Three different battery types are combined to create the prediction
model for the SOH of LIBs. In addition to that, the cells are aged under
different cycling conditions. As this is the case for real applications,
aim is to approximate the ageing behavior under different conditions
and for different cells. Even if the innovations in the battery sector
are mostly incremental and not disruptive, battery models need a
new parameterization and are only applicable to one specific battery
type. The increasing complexity stands in contrast to the advantage of
using the same model for different cell chemistries, which would not
only benefit an application, but also enhances the options of training
data-driven models, as battery ageing experiments are time and cost
intensive and, thus, degradation data of LIBs are rare.

With the GPR, it is possible to combine different battery types for
a single forecasting model. All battery types are approximately aged
to a SOH between 50 and 70%. Nevertheless, the battery types show
different data distributions, though they can be accurately approxi-
mated. The random loading conditions and, therefore, the sparse data
situation for a single operating condition impedes the SOH prediction.
Even though the ML model has no information about the battery types,
it can predict the SOH with high accuracies. By changing the cell type
and adapting to technological developments, a new parameterization
of the battery models is usually necessary. This is a time consuming
process and sometimes not possible, as in an early stage, the data
foundation is neither reliable nor representative for the various envi-
ronmental and working conditions of a battery. It is shown that a new
parameterization of the model is not necessary by using a GPR. It is
possible to separate the different cell types by analyzing the variance
in the data. The complex search for hyperparameters for data driven
models can be avoided while maintaining high accuracies. Similar to
and based on the idea of transfer learning, the ML model is retrained
by different cell types. They are combined to improve the overall
performance. It could be shown that the prediction for different battery
types is possible using a single model. However, the used battery types
are similar and the behavior for batteries with higher discrepancies
has to be examined. Further, the evaluated operating conditions are
limited, which impedes the applicability in a real world scenario.
Compared to the initial model, in which a whole discharge cycle is
used to estimate the SOH, the final model utilizes only the last 15
time steps during discharge. In an application under complex charging
and discharging conditions, it is almost never possible to consider a
whole discharge cycle. However, in the final model only the last time
steps representing the low SOC area are used for the estimation. This
would benefit an application and would further reduce the computing
efforts in a BMS. The limited variations of loading conditions impede
the scope of application. Nevertheless, the proposed algorithm shows
high accuracies for the data in the laboratory environment and is
expected to show similar behavior while trained with data with a
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higher relation to real loading conditions. All in all, compared to other
SOH estimation techniques, be they electrochemical, model-based, or
data-driven approaches, the accuracy is similar while the development
time is lower and the model parameters do not change over the battery
lifetime [52,53]. While comparing the proposed algorithm with GPR
models from the literature, several points are striking. The first one
is the feature extraction. Instead of using the measured data during
the battery loading, features are often elaborately extracted from the
data [54,55]. After extracting seven features from their initial data set,
consisting mainly of the internal resistance and time of constant current
phase, Yang et al. compared different data-driven methods based on
their accuracy [56]. The mean absolute errors of the support vector
machine as well as the deep neural network and the long short-term
memory neural network vary between 1 and 3%. With the GPR and
the deep GPR, it was possible to reduce the error below 1%. Next
to that, features based on the data of the electrochemical impedance
spectroscopy (EIS) are utilized resulting in similar accuracies [57].
Further, the influence of a suitable kernel function was quantified.
While varying the ARD kernel with the squared exponential and the
Matern kernel, the error values differ around 1%. This denotes the
importance of the kernel choice. All in all, these methods require higher
pre-processing efforts by the BMS while extracting the features in those
approaches and are suitable for one battery type. The accuracies of the
algorithms vary depending on the loading conditions and final structure
of the kernel, but reach similar error values around 1%. The proposed
model, however, reduces efforts for data recording and pre-processing
the data. Further, it can be used for different battery types, which is
important when there is a higher variety of battery types in an electric
vehicle that can be used. Next to that, the accuracy of the model
is similar to the comparable models in the literature. However, the
applicability on highly dynamic loading conditions has to be evaluated
in the future.

The dataset consists of 14 battery cells. The prediction ability for the
unseen testing data is clearly visible. The accuracy is better in the mean
areas, which can be explained in the distribution of the data. The main
potential for optimizing the prediction model lies in the edge regions,
especially in the high SOH area, which is underrepresented in the
dataset. Further, outliers could be detected for the own and the public
dataset. While the outliers from the own dataset could be predicted
accurately, the outliers of the public dataset are leading to the highest
error. Enriching the data distribution in these regions could improve
the prediction quality. The usage of an oversampling method based on
the kNN algorithm did not lead to an improvement of the forecasting
results. However, an advanced oversampling strategy could also lead to
beneficial results. The use of expert knowledge and information about
the aging behavior in the oversampling strategy could be a solution. In
comparison between battery type and loading conditions, the loading
conditions can clearly be identified as the critical factor. By applying
the PCA, the battery types can be classified and the prediction accuracy
could be improved. The variety of the random loading conditions still
lead to higher errors. To approximate the aging behavior, an ARD
kernel is used. By using different length scales, the dimensions of the
problems can be decoupled and, therefore, it is possible to concentrate
on the relevant features. In certain areas, the mean function is slightly
fluctuating around the real value. Therefore, the zero mean prior is suit-
able for the model, as in another case, the prediction curve would only
be dragged down in comparison to the real values. The uncertainty of
the prediction is similar across the whole cycle life, which indicates that
appropriate lengthscales are used in the model. The aging behaviors
can be captured by the model. The deviations of the mean function
in the edge areas influence the uncertainty of the prediction, but the
range of the uncertainty interval stays nearly the same. All in all, the
forecasting model results in accuracies higher than 98% and it performs
well under similar operating conditions. Potentials for improvement are
the predictions based on extreme loading conditions.
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5. Conclusion

Data driven approaches with statistical or ML algorithms are not
only a good alternative to determine the condition of a battery, but
they also show high accuracies when they are trained on a large and
reliable data set. The intertwined battery parameters, which influence
each other and the degradation process, complicate the application of
oversampling strategies and are only partly applicable for optimizing
a forecasting model for the SOH. In contrast, it is possible to combine
the prediction for different battery cells under different operating con-
ditions in a single model. Even though the model is usable for three
different cell types, which increases the complexity, the lowest test
error was obtained with an MAE of 1.33%. The main driver for higher
errors could be identified as the random loading conditions during the
ageing of the batteries. Despite the sparse data distribution for a single
loading condition, it is possible to predict the SOH with low errors.
The adaptability for different battery types is a key advantage for an
application. Compared to the validation errors, the developed model
shows good results on unseen testing data. The uncertainties of the fore-
casting method are low and it shows robust behavior. In the future, it is
planned to test the model against a higher variety of loading conditions
and to optimize the model in regards to different cell chemistries and
the predictability in the edge regions of the SOH, as well as extreme
operating conditions. Further optimization potential lies in the data
pre-processing step for an efficient extraction of features. Aim is to
reduce the needed computing power while increasing the prediction
accuracy and improving the approximation of the ageing behavior of
LIBs under different conditions.
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