
Citation: Kottakalam, S.;

Alkezbari, A.A.; Rottenkolber, G.;

Trapp, C. Optical Investigation of

Sparks to Improve Ignition Simulation

Models in Spark-Ignition Engines.

Energies 2024, 17, 4640. https://

doi.org/10.3390/en17184640

Academic Editor: Pavel A. Strizhak

Received: 25 August 2024

Revised: 10 September 2024

Accepted: 13 September 2024

Published: 17 September 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Optical Investigation of Sparks to Improve Ignition Simulation
Models in Spark-Ignition Engines
Saraschandran Kottakalam 1,*,† , Ahmad Anas Alkezbari 2,*,† , Gregor Rottenkolber 1,† and Christian Trapp 2,†

1 Automotive Powertrain Laboratory, Esslingen University of Applied Sciences, 73728 Esslingen, Germany;
gregor.rottenkolber@hs-esslingen.de

2 Department of Vehicle Power Trains, University of Bundeswehr Munich, 85579 Neubiberg, Germany;
christian.trapp@unibw.de

* Correspondence: saraschandran.kottakalam@hs-esslingen.de (S.K.); ahmad.alkezbari@unibw.de (A.A.A.)
† These authors contributed equally to this work.

Abstract: The use of renewable fuels in place of fossil fuels in internal combustion engines is
regarded as a viable method for achieving zero-impact-emission powertrains. However, to achieve
the best performance with these fuels, these engines require further optimization, which is achieved
through new combustion strategies and the use of advanced ignition systems such as prechambers.
Since simulations greatly accelerate this development, accurate simulation models are needed to
accurately predict the combustion phenomenon, which requires a deep understanding of the ignition
phenomenon as it significantly affects combustion. This work presents a comprehensive experimental
methodology to study sparks under engine conditions, providing quantitative data to improve and
validate ignition simulation models. The goal was to determine the volume generated by sparks
under engine conditions that can initiate combustion and use this information to improve simulation
results to match the experimental results. The visible sparks were observed with high-speed cameras
to understand their time-resolved evolution and interaction with the flow. The heat transfer from
the plasma was also visualized using a modified Background-Oriented Schlieren technique. The
information gained from the experimental observations was used to improve an ignition simulation
model. Since the velocity of the plasma was found to be slower than the surrounding flow, a user-
defined parameter was included to calibrate the velocity of the simulated plasma particles. This
parameter was calibrated to match the simulated spark length to the experimental spark length. In
addition, since the previous simulation model did not take the heat transfer from the plasma into
account, the simulated plasma particles were coupled to have heat transfer to the surroundings. Based
on a comparison of the simulation results with the experimental results, the improved approach was
found to provide a better physical representation of the spark ignition phenomenon.

Keywords: ignition; spark ignition; Background-Oriented Schlieren; ignition simulation

1. Introduction

The development of zero-impact emission powertrains remains the focus of the au-
tomotive industry, as dictated by climate goals and customer expectations. The use of
renewable fuels like hydrogen and methanol in internal combustion engines (ICEs) pro-
vides a promising path to achieve this goal. However, these new fuels have different
properties from gasoline, and therefore, the spark ignition phenomenon of these fuels
needs to be studied further. This helps in optimizing these new ICEs with a focus on
improving efficiency and emissions. Such optimization could be achieved by introducing
new combustion strategies or advanced ignition systems. A prechamber ignition system is
an example of such a system, where a small portion of the charge is ignited separately in a
small chamber. This chamber is connected to the main combustion chamber by means of
multiple ports leading to the formation of turbulent jets that enter the main combustion
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chamber and ignite the mixture [1]. This leads to a large volume that ignites the charge in
the combustion chamber, leading to faster and more efficient combustion. This increases
combustion efficiency and stability [2]. Depending on whether the fuel is injected into
the prechamber or not, the chambers are classified as active and passive prechambers,
respectively. The development of passive prechambers with a small chamber volume repre-
sents a key objective within the context of developing ICEs for use in passenger vehicles.
However, these passive prechambers have to be designed to overcome challenges like
flame quenching due to small prechamber volume. Computational Fluid Dynamics (CFD)
plays a key role in designing and developing these as predictive simulations to enable
the quick calculation of various design approaches and optimizations without using real
components or test benches. However, simulation models must accurately represent the
physical processes involved. This necessitates the use of measurement techniques that
offer insights into these phenomena, which can then be used to calibrate and validate the
simulation models. Since the ignition phenomenon plays a crucial role in the combustion
characteristics of spark-ignited (SI) engines, this is also true for ignition simulation models.

However, research has shown that many combustion models use simplified ignition
models or skip the ignition model entirely and proceed directly to combustion simulation
by incorporating a user-adjustable initial flame kernel [3]. Among these ignition simulation
models is the Discrete Particle Ignition Kernel (DPIK) model [4], which starts with an
already-existing flame kernel and stays centered on the spark plug gap. It includes a
sub-model to compute the propagation of the early spark ignition kernel growth, but it
excludes the spark channel. Another model, the Arc and Kernel Tracking Ignition Model
(AKTIM) [5] simulates the spark channel, its stretching, and the positions of the initial
flame kernels. Marker particles are used to represent the spark and the flame kernel.
However, the chemical reaction rate of the fuel–air mixture is not taken into account.
The Spark-channel Ignition Monitoring Model (SparkCIMM) is another model, with three
sub-models, a spark channel, an early flame kernel, and turbulent flame propagation [6].
This model uses a simplified restrike criterion based on a predefined length (10 mm) and
an ignition criterion based on the local Karlovitz number. When local conditions permit
ignition, a constant 0.5 mm flame kernel is initiated. VizSpark is a fourth advanced plasma
solver, and it resolves the electromagnetic physics of the plasma after mapping the flow
dynamics from a CFD solver [7]. The CFD solver simulates the flow and sends flow field
variables (velocity, pressure, and temperature) to the plasma solver. This means VizSpark
requires its own mesh to run the plasma calculation, which adds computational effort
to the overall simulation of the spark propagation. Additionally, the plasma calculation
is not mapped or coupled back to the CFD solver to simulate combustion, which is a
critical case in internal combustion engine (ICE) simulation. Although these models met
the expectations for the development of engines from earlier generations, the development
of new combustion concepts requires ignition simulation models that provide a deeper
insight into ignition phenomena.

The Advanced Curved Arc Diffusion Ignition Model (CADIM) [8], which forms the
basis of the simulation in this work, is an ignition model comprising four sub-models: the
spark channel model, the electrical circuit model, the ignition delay model, and the initial
kernel growth. The spark channel is a dynamic 3D curve with discrete Lagrangian particles.
The Lagrangian particles are one-way coupled to the flow field, considered mass-less,
and do not affect the flow field. This means that the spark moves with the flow velocity.
However, the heat transfer from the spark to the surrounding mixture is not coupled in the
3D domain. A detailed explanation of the model is provided in Section 3.

As mentioned earlier, an accurate simulation model that closely represents the ignition
phenomenon is essential for the development of engines using renewable fuels such as
methanol and hydrogen, as well as the development of advanced ignition systems. How-
ever, a large majority of the study of sparks is focused on the plasma channel. This includes
studies that obtain parameters like the length of the spark from the high-speed camera
observations [9]. A similar methodology was adopted in this work to provide parameters
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that can be used to validate the simulation model. Another approach to the observation
of sparks is through the measurement of the temperature of the plasma channel [10,11].
However, no combustion reaction occurs in this region. Instead, the region surrounding
the plasma channel requires ideal conditions, i.e., temperature, for the combustion reaction
to take place. The heat transfer from the spark channel has been studied using various
techniques such as the interferometry technique [12] and Speckle Background-Oriented
Schlieren (SBOS) with a focus on heat transfer efficiency [13]. More recent publications
have also adopted the Background-Oriented Schlieren technique to observe the influence
of spark on inflammation [14]. However, some of these technique requires an elaborate
setup with optics, whereas Speckle BOS requires a laser that complicates the entire setup,
and the use of a physical background pattern limits the use of the standard BOS technique
in the testbed where the experiments detailed in this work are conducted.

This study uses a modified BOS technique that uses a projected background to visu-
alize the heated volume [15–17]. Using this technique, the challenges posed by sparks,
namely the extremely small measurement location (electrode gap = 0.7 mm), the small time
scale (approximately 1.5 ms), and the extremely high density gradient (an approximately
4000 K difference in less than 0.5 mm) are overcome. Since there is no physical pattern
present inside the testing chamber, this can also be used to investigate the spark with the
flow since the flow field is not influenced.

The data obtained from these measurements were employed to develop an enhanced
model based on CADIM, with the objective of optimizing the interaction between the
spark and the flow field. This was achieved by modeling the spark channel with two-
way particles, and the advanced model is hereafter referred to as CADIM-VM-TWP. This
allows the model to couple the heat transfer from the spark to the surrounding fluid,
thus enabling the use of this model in conjunction with a CFD solver and the chemical
reaction kinetics solver. This allows for the detection of the position and shape of the
ignition first flame kernel. However, such an improvement is only possible with the
right measurement technique to observe and quantify physical phenomena. Therefore,
the purpose of this study is to gain a deeper understanding of the spark ignition phenomena
through experiments to improve the spark ignition simulation models and an initial concept
was previously introduced in a separate publication [18].

2. Experimental Investigation
2.1. Testbed

The tests were conducted in a wind tunnel testbed equipped with two glass windows
that provided optical access and could replicate pressure and flow conditions inside an
engine. It uses air or nitrogen as the medium. The sparks can be observed at pressures up to
40 bar, with flow temperatures up to 473 K and flow velocities of 40 m/s. Figure 1a shows
a schematic top view of the test bed with Figure 1b showing the camera’s perspective.

Impeller &
Heating element

Mass flow sensor

Optical access

Spark

(b) View from the camera(a) Top view

Figure 1. The spark windtunnel testbed: (a) Top view (schematic). (b) View from the camera.
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For the experiments, a standard J-gap spark plug with a 0.7 mm electrode gap was
used. The spark plug was powered by a Bosch variable ignition system (dwell time of
1.2 ms). Sparks were observed at a speed of 100,000 fps using a Photron FASTCAM SA-X2
with a CMOS sensor capable of detecting emissions in the 400–1000 nm range. This setup
included a Tokina AF 100 mm f/2.8 Macro AT-X lens. The secondary voltage and current of
the ignition coil were measured using Tektronix P6015A and FOS OCS 1000 probes, and the
data were recorded with a Yokogawa DLM4038 oscilloscope.

The sparks were observed in a nitrogen environment under the conditions shown in
Table 1. The experimental studies were carried out at both 10 and 15 m/s since it is the
ideal flow velocity in the spark gap according to literature [19]. The pressure for the tests
was chosen to replicate conditions similar to those in the engine combustion chamber at
the time of ignition for different loads.

Table 1. Experiment conditions.

Absolute Pressure (bar) Flow Velocity (m/s)

6 10
6 15
11 15

2.2. Measurement Techniques and Data Processing

To measure the ignitable volume generated by sparks under these conditions, two
different approaches were used. The first method involved detecting plasma parameters
from visible plasma images captured using a high-speed camera. The second strategy
involved observing the heat transfer from the plasma channel to the surrounding flow
medium using Background-Oriented Schlieren (BOS).

The visible sparks were captured with f2.8 aperture and 1/119,000 s exposure time at a
100 kHz framerate with a resolution of 384 × 264 pixels and a spatial resolution of 0.035 mm
per pixel. The raw images captured by the high-speed camera from the experiments were
first processed to obtain only the required information. The spark was binarized with a
Matlab function that uses a threshold calculated based on the local mean intensity. Then,
another Matlab algorithm analyzed these binary images to obtain various parameters.
In the case of visible spark observations, the algorithm detected parameters such as the
length, diameter, and volume of the plasma channel. Figure 2 shows the different steps
used by the algorithm to detect the plasma parameters for a spark stretched by the flow
from the right.

Visible spark Spark binarisation Parameter calculation

Mass electrode

Central 
electrode

Mass electrode

Central 
electrode

Mass electrode

Central 
electrode

Figure 2. The processing steps used by the Matlab algorithm.

The binarized images were also used to detect the furthermost location of the spark in
these images. This information was used to calculate the tip velocity for the plasma channel.

The heat transfer from the spark was detected by Background-Oriented Schlieren (BOS)
technique. The measurement principle was as follows: differences in density in a medium
lead to refractive index changes that cause the passing light rays to be refracted [20].
To detect this change, two images captured using a camera were compared for small
changes. One was a reference image of a background pattern, and the other was an image
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of the same background pattern deformed due to the refraction by the density gradient.
Using algorithms capable of detecting minute changes by comparing these two images,
the displacement/deformation of the background pattern was calculated. The angle of
refraction could be obtained from these displacements, and from this, even the density
gradient field could be calculated. Because of its simple experimental setup, this technique
is commonly used to visualize and quantify density gradients [21]. However, it should
be noted that the signal is integrated along the line of sight and, therefore, is significantly
influenced by the thickness of the density gradient.

As per Equation (1), the displacement obtained from the BOS algorithm is directly
proportional to the change in density, ρ [22]. This means that the higher the change
in density, the higher the deformation of the background and, therefore, the higher the
displacement detected.

∂2ρ(x, y)
∂x2 +

∂2ρ(x, y)
∂y2 = S(x, y) (1)

In the Equation (1), the term S is derived from the displacement detected by the
correlation algorithms and the experimental geometry. The measurement in this work
focuses on heat transfer visualization and does not focus on temperature calculation.

The algorithm used for BOS measurements is Fast Checkerboard Demodulation (FCD).
The FCD algorithm calculates the displacement vectors from the deformation of periodic
background patterns [23]. This technique was selected because it offers several advantages
over other techniques, such as the digital image correlation (DIC) algorithm, since it allows
for faster computation while maintaining the same resolution as the raw images and does
not require the consideration of additional parameters, such as interrogation windows [24].
However, the measurable range depends on the background pattern’s size, and this has to
be chosen appropriately.

However, due to the high temperatures of the plasma column in a relatively small
volume, sparks generate very high-density gradients. This presents a significant challenge
for existing BOS techniques. Furthermore, the brief duration of the spark event (approxi-
mately 1.5 ms) presents an additional challenge in achieving high-resolution visualization.
In order to achieve a high spatial resolution visualization of heat transfer from sparks,
the optimal setup for a Background-Oriented Schlieren (BOS) system would involve using
a background with a small periodic pattern positioned near the spark. This would ensure
high spatial resolution while maintaining a low enough sensitivity for the periodic pat-
tern to still be recognizable by the algorithms. However, there are practical limitations to
consider when placing the pattern, as it may impact the flow. Additionally, due to design
constraints, it is not feasible to place a physical pattern inside the test bed.

Similar studies of sparks have also been performed with laser Speckle Background-
Oriented Schlieren (SBOS) [13]. However, SBOS requires a relatively complicated setup
with lasers. This is also challenging to set up in the testbed where the experiments were
performed. To address the aforementioned challenges, a modified BOS technique was
employed. Rather than utilizing a printed background pattern situated behind the density
gradient (in relation to the camera), the background was projected into the focal plane
of the camera. This modified BOS technique with projected background [16,17,25] is also
presented as a Forward-Projected Background-Oriented Schlieren (FPBOS) [15,18]. This
is highly beneficial in this scenario as it allows the background pattern to be positioned
in the desired plane within the focal range of the camera lens without disrupting the flow
field. A detailed schematic of the experimental setup for the FPBOS technique is shown in
Figure 3. Since this technique is extremely sensitive to the geometric setup and the pattern
size used, the projector provides a flexible setup that enables both to be easily adjusted.
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Projector

Projected background
Background pattern

Density gradient Camera

Test chamber
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vector

LED

db dl

Collimating lenses Focusing lens

Figure 3. The experimental setup for FPBOS.

The measurement was performed with the same camera equipment mentioned pre-
viously. The FPBOS measurements were performed with f32 and an exposure time of
1/400,000 s captured. The images were captured at a frequency of 100 kHz with a reso-
lution of 384 × 264 pixels (0.0304 mm/pixel). The projector consists of three achromatic
lenses with a 50 mm diameter. Two are collimating lenses with a focus length of 160 mm
and the third one was a focusing lens with a 147 mm focus length. A checkerboard pattern
printed on an A4 plastic sheet was placed in between the collimating lenses. This pattern
was illuminated by a Nichia NV4L144ART SMD-LED. The pattern was projected to a plane
7 mm behind the spark gap (i.e., db = 7 mm). The distance between the camera and the
spark plug was 185 mm (i.e., dl = 185 mm). Each square in the projected checkerboard had
a size of approximately 0.1 mm × 0.1 mm.

Figure 4 demonstrates the results from the FPBOS measurement as well as the post-
processing performed. The images also show the central and mass electrodes of the
spark plug. Figure 4a shows a typical result from FPBOS measurement. The magnitude
of the displacement vector field obtained from the FCD algorithm was obtained and a
false colormap was applied (red—highest displacement; blue—low or zero displacement
detected). It was observed that the edges of the density gradient usually had the highest
displacement. The displacement vector magnitude field obtained from the FCD algorithm is
integrated first as shown in Figure 4b. Here, the grayscale image is chosen for representation
because of the ease of binarization. The highest value in the integrated displacement field
is displayed with the greatest intensity, and the background, without any displacement,
should be zero. The integrated images ertr then averaged, after which binarization (the pink
region in Figure 4c) was performed to remove the background noise. The highest value
appears the brightest in the integrated image. These results were then used to qualitatively
validate the heat transfer from the simulation model.

a cb

0.7 mm

0 px

2.5 px

0 px

9.6 px

Figure 4. Heat transfer visualization with FPBOS and post-processing. (a) Displacement vector
magnitude with an applied false color map. (b) Normalized grayscale image of the Integrated
displacement vectors. (c) Projected density gradient detected by the algorithm shown in pink
(conditions: 6 bar, 15 m/s , 0.06 ms after breakdown).

3. Simulation Setup

As previously stated, a good physics-based ignition model is required to predict
the spark movement and heat transfer from the spark to its surroundings. These two
parameters will affect the location of the initial flame kernel formation. This section



Energies 2024, 17, 4640 7 of 20

describes a Velocity Multiplier and adds a two-way coupling of the plasma particles to
the standard Curved Ark Diffusion Ignition Model, which we will from here on refer to
as CADIM-VM-TWP. This model attempts to overcome some deficiencies in the default
Curved Arc Diffusion Ignition Model (CADIM) in AVL FIRE M R2023.2.

The spark channel is represented by discrete Lagrangian particles that are part of an
evolving 3D curve [8]. The Lagrangian particles are one-way coupled to the flow field and
are considered massless, and they do not have any influence on the flow field [3].

The input parameters at the ignition time consists of the secondary circuit’s initial
electrical energy, Es(0), resistance Rs, and inductance Ls. A spark initiates when the voltage
reaches the breakdown voltage Vbd, a value determined by the inter-electrode distance
die and the gas density surrounding the spark plug, typically occurring within a few
microseconds. Subsequently, in the ensuing microseconds, the gas (or, in the present model,
the flame kernels) absorbs a specific amount of electrical energy Ebd, calculated as follows:

Ebd = G
V2

bd
C2

bd · die
(2)

where G and Cbd are constants [5,8]. The visible spark observed in experiments typically
persists for several milliseconds during the main spark phase, referred to as the glow phase.
Equation (3) shows the secondary current calculated in the secondary electrical circuit.

is(t) =

√
2Es(t)

Ls
(3)

Vgc represents the voltage in the gas column along the spark length lspk, while p denotes
the gas pressure in the proximity of the spark. Cgc stands for a constant [8]. According
to [26], for the spark glow mode, the value of Cgc = 40.46 yielded the best fit at atmospheric
pressure and no flow. Further, dis signifies the discharge coefficient, which defaults to −0.32.

Vgc = Cgc · lspk ·
√

p · i
dis
s (4)

The following relation determines the inter-electrode voltage Vie, where Vcf and Vaf
are the drops in cathode and anode voltage [5,8,26].

Vie(t) = Vc f + Va f + Vgc (5)

Meanwhile, Es, the available electrical energy on the secondary circuit, is determined by

dEs(t)
dt

= −Rsi2s (t)− Vie(t)is(t) (6)

During the glow phase, the inter-electrode voltage Vie may once again reach the break-
down voltage. Subsequently, another breakdown occurs, and a new spark is generated,
causing the previous one to vanish. This cycle continues if there is remaining electrical
energy, sustaining the glow phase.

In the ignition delay model, combustion reactions take place at the outer surface of the
plasma, where conditions are ideal for rapid chemical activity (temperatures ranging from
thousand to a few thousand Kelvin) [27]. This is the primary assumption for the ignition
delay time sub-model. The temperature at the surface of the spark channel is determined
by solving the derived 1D heat equation, taking curvature into consideration [3]. However,
in this model, heat transfer is not coupled in the 3D domain because the particle is only
one-way coupled to the flow field.

An ignition delay time (τ) is obtained from a database for the calculated surface
temperature of the spark channel and the composition of the local mixture. The instanta-
neous change in the ignition precursor (dYp) for a given ignition delay time is calculated as
mentioned in Equation (7) [28].
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dYp

dt
=

√
τ2 + 4(1 − τ)Yp

τ
(7)

The precursor value (which is initially set to zero) is calculated for each particle
representing the spark. Once it reaches a value of 1.0, an initial flame kernel is formed at
the location of that particle, as illustrated in Figure 5.

Figure 5. Illustration of two consecutive time steps showing the spark precursor and the subsequent
development of an initial flame kernel (red sphere).

Once the initial flame kernel has been formed, the initial kernel growth model employs
a zero-dimensional (0D) model to calculate the early growth of the flame kernel, given that
this size may be too small to be resolved by the combustion model on the three-dimensional
(3D) mesh.

A polyhedral mesh was employed for the simulation, as the gradient can be effectively
approximated with such a mesh (due to the high density of neighboring cells). The global
mesh cell size is 1 mm, with a mesh refinement near the spark plug gap (the cell size is
0.2 mm). Figure 6 depicts a cross-sectional view of the mesh.

Figure 6. A cross-sectional view of the CFD mesh, with the central and mass electrodes clearly visible.

Given that the ignition model is transient, the simulation used the transient RANS
(Reynolds-Averaged Navier–Stokes equations) approach. After 0.3 s of simulation time,
the flow began to converge and exhibit a steady flow pattern. The spark model was
triggered after 1.5 s, which guaranteed that the flow reached a steady state.

After gaining a thorough understanding of CADIM, two major improvements were
implemented to address some of the model’s shortcomings, which arise from the use
of one-way coupling between the spark and the surrounding flow field. Because of the
one-way coupling, the spark does not influence the flow field and moves with it. However,
from experiments detailed in Section 4.2, it was discovered that the interaction between the
spark and the surrounding flow field causes the spark to move at a slower velocity than the
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flow field. Another issue with the CADIM model is that because the coupling is one-way,
the heat transfer from the spark to the surrounding environment is decoupled and cannot
be observed in the 3D domain. As a result, the default CADIM model estimates the heat
transfer using a 1D temperature equation, followed by a tabulated ignition delay table
to check for auto-ignition caused by heat transfer. CADIM-VM-TWP includes two-way
temperature coupling between the spark and its surrounding flow field using Equation (8),
where Q is the rate of heat transfer from the spark to the surrounding, A is the heat
transfer surface area, hc is the convective heat transfer coefficient, and ∆T is the temperature
difference between the spark and its surroundings.

Q = hc · A · ∆T (8)

The empirical Equation (9) can be used to express the convective heat transfer coeffi-
cient, where V is the flow velocity [29]. Since the spark channel is modeled as Lagrangian
particles, in order to calculate the area A, the diameter of each particle is equal to 0.3 mm,
which is the diameter of the plasma channel [30], and the temperature is equal to 5000 K [7].

hc = 10.45 − V + 10V1/2 (9)

CADIM-VM-TWP coupled with CFD and chemical reaction kinetics solvers allows
the detection of the position and shape of the first flame kernel without the use of any
tabulated ignition delay lookup tables. The chemical reaction kinetics solver calculates
and detects the auto-ignition point after increasing the local heat temperature due to heat
transfer from the spark, which is coupled in the new CADIM-VM-TWP ignition model
with the 3D domain. This was not possible using the default CADIM ignition model.

4. Results and Discussion

This section presents and discusses the results from the experiments and simulations
performed as part of this study. The comparisons are performed between the simulation
results and the average experimental results.

4.1. Optical Plasma Parameters

As mentioned in Section 2, a Matlab algorithm detects the spark’s optical parameters.
Figures 7 and 8 present the results from the algorithm to provide a clear understanding.
Figure 7 shows the parameter detection in action. The images show both the raw spark
images (green) and the perimeter of the spark detected by the Matlab algorithm (pink).
The images also show the location of the electrodes of the spark plug (white). The algorithm
does not process this region in order to avoid errors caused by the detection of glowing
electrodes. The length of this plasma channel is obtained from the detected perimeter and
plotted in Figure 8.

Figure 8 illustrates the variation of the spark length detected from the spark event
shown in Figure 7 at a pressure of 6 bar and a flow velocity of 15 m/s, as well as the detected
time of occurrence of restrikes/shortcuts. A comparison of Figures 7 and 8 gives a clear
idea of how the algorithm works. The time zero corresponds to the trigger. A slight delay
of approx. 0.4 ms was observed between the trigger and the plasma channel formation
(breakdown). The image captured by the camera immediately after the breakdown is not
used for processing because it is very bright and results in an overexposed image. Row
’a’ in Figure 7 shows the elongation of the plasma channel due to the flow from the right.
This can be seen clearly with the continuous length increase between 0.5 ms to 0.15 ms
in Figure 8. At a time of 0.19 ms after the breakdown, a shortening of the length is seen
in Figure 8. This is a shortcut, which is when the plasma channel intersects with itself,
shortening its length, as seen in the frame 0.19 ms after the trigger in row ’b’ in Figure 7.
Another significant change in the length is seen at 0.36 ms, and this is due to the occurrence
of a restrike. This is when an existing plasma channel ceases to exist and a new plasma
channel is formed between the electrodes seen clearly in frame 0.36 ms, row ’c’, in Figure 7.
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These show that at the time of occurrence of these phenomena, a slight overestimation of
the length occurs due to the algorithm detecting the old and new plasma channels.

0.05 ms

0.18 ms 0.19 ms 0.2 ms

0.35 ms 0.36 ms 0.37 ms

0.1 ms 0.15 ms

(a)

(b)

(c)

Figure 7. Spark parameter detection by the algorithm for a single spark event. The image series
shows the following phenomena: (a) spark elongation, (b) shortcut, and (c) restrike (test conditions:
6 bar pressure and 15 m/s flow velocity).
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Figure 8. Spark length and first restrike detected by the algorithm for a single spark event (test
conditions: 6 bar pressure and 15 m/s flow velocity).

To obtain statistically representative information about the average spark, 100 spark
events were captured. Figure 9 shows the average length of 100 spark events at 6 bar
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pressure and 15 m/s flow velocity detected by the algorithm, as well as the mean and
standard deviation of the time of occurrence of the first restrike/shortcut. The time of
occurrence of the first restrikes from these plots was detected based on the prominence
of the peak (a minimum prominence of 1 mm was used as the criterion) by using the
Matlab function ’Findpeaks’. Prominence is a measure of how much a peak stands out in
comparison to the other peaks in the plot.
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Figure 9. Mean spark length (100 spark events) obtained using the Matlab algorithm with the mean
and standard deviation of the time of the occurrence of the first restrike (test conditions: absolute
pressure = 6 bar, flow velocity = 15 m/s).

However, it can be seen that the arithmetic average length of the 100 sparks at each
timestep does not represent the true spark behavior. This is because restrikes or shortcuts
cannot be observed in the averaged spark length, unlike in the individual sparks, and the
spark length appears to decrease when the location of restrikes and shortcuts varies signifi-
cantly. This can be seen in Figure 9, which shows a decrease in the average spark length
following the average time of occurrence of the first restrike/shortcut. Therefore, the aver-
age length from the spark until the average time of occurrence of the first restrike/shortcut
was considered relevant for this study.

4.2. Velocity Multiplication Factor—Incorporation and Calibration

To evaluate the ignition simulation model, the volume that can ignite the mixture
was considered as the important parameter. Since the original CADIM did not have two-
way-coupled particles, the length of the plasma channel was taken as the criterion for
evaluation. Figure 10 shows the non-calibrated simulation performed at 6 bar of absolute
pressure and 15 m/s average flow velocity. It was seen that the spark in the simulation
was activated immediately at the trigger. However, a delay was observed in the test bench,
and the breakdown occurred approximately 0.04 ms after the trigger. The start of ignition
in the simulation is therefore delayed by 0.03 ms to take this phenomenon into account.
More crucially, the plasma was stretched more rapidly in the simulation, and the restrike
occurred earlier than seen in the experimental case. This has to be due to the relation of the
flow field velocity to the simulated spark velocity.
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Figure 10. Simulated spark length (CADIM) compared to the experimental data (averaged over
100 cycles) till the first restrike (test conditions: absolute pressure = 6 bar, flow velocity = 15 m/s).

As a first step in understanding this flow–spark interaction, the velocity of the plasma
channel was inspected. In the simulation model, the plasma channel particles had the same
velocity as the surrounding flow field. From the experiments, the velocity of the tip (the
point furthest from the spark gap) of the spark was obtained as shown in Figure 11. As the
velocity in the flow direction is considered to be the dominant component influencing the
elongation of the spark, only this component is taken for comparison. This approach also
simplifies the validation process. Furthermore, only the tip of the spark is considered for
velocity evaluation, as this is the location that is influenced the most by the flow.
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Figure 11. Spark tip velocity from the simulated and experimental (averaged over 100 events) results
(test conditions: absolute pressure = 6 bar, flow velocity = 15 m/s)

Figure 11 shows the velocity of the simulated and experimental spark tip obtained.
The experimental results are obtained by the Matlab script described in Section 2. The plot-
ted experimental result is averaged over 100 spark event measurements. The velocities
were only taken till 0.28 ms after the trigger because the occurrence of restrikes started to
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influence the average velocities significantly. When taking only the experimental results
into account, it can be seen that the velocity of the spark tip is the highest at the beginning;
i.e., in the spark gap. When compared to the average flow velocity of 15 m/s, this mea-
sured average spark tip velocity varied by a factor of approximately 0.87 right after the
breakdown, which later decreased to about 0.51 when the spark tip was further away from
the spark gap. However, these results cannot be directly compared because the flow is not
uniform everywhere, as can be seen from the simulated flow field shown in Figure 12.

Velocity (m/s)

Figure 12. Velocity flow field in a cross-section along the middle of the electrodes (test conditions:
absolute pressure = 6 bar, flow velocity = 15 m/s).

Figure 12 shows the resultant flow field including the flow direction. The flow goes
from the right to the left at a velocity of 15 m/s at an absolute pressure of 6 bar. The flow is
accelerated in the spark gap up to a maximum of 24 m/s, and the velocity is higher near
the mass electrode than the central electrode. The flow is obstructed by the electrodes, and
the flow gets slower behind the sparkplug, leading to the formation of stagnation zones.
This result shows that the spark should have the highest velocity in the electrode gap. This
should decrease immediately as the spark exits the gap and the farther the spark tip is
from the electrodes, the more likely it is to reach the bulk flow velocity. However, from the
results shown in Figure 11, the velocity at each point is lower than the flow field velocity.
This could be because the spark in between the electrodes offers a higher resistance to the
flow as a result of the denser electromagnetic field here. This becomes weaker the farther
the spark is from the electrodes.

Since the simulated plasma channel in CADIM has the same velocity as the local flow,
the tip velocity of this plasma channel was detected for each timestep manually and is
shown in Figure 12. The average experimental results (100 events) are also plotted in this
figure, and it can be seen that they follow a similar trend even though the velocities are
significantly different. The velocities of the experimental results are different from those of
the simulation results by a factor of approximately 0.6 at each time step. To take this effect
into account and simplify the calibration of the simulation model, a velocity multiplication
factor (VM) was integrated into CADIM. Using this VM, the velocity of the particles that
form the spark will be adjusted based on the flow field velocity of the adjacent mesh cells.

Using the information obtained from these tests, the VM value was calibrated for
the optimum match with experimental results. Since the metric for the model evaluation
remains the length of the plasma channel, the simulation plasma channel length was com-
pared to the experimental results. With a value of 0.675, both the spark length and the
location of the first restrike from the simulation results were extremely close to the experi-
mental results, as depicted in Figure 13. This is an encouraging sign that the experimental
results produced a quantifiable improvement in the simulation model. It is important to
note that the results are only compared until the first restrike.
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Figure 13. The simulated spark length compared to the averaged experimental data (100 events) till
the first restrike location (test conditions: absolute pressure = 6 bar, flow velocity = 15 m/s) .

Using the newly calibrated VM, the spark tip velocity was once again calculated, as
shown in Figure 14. Here, the results from the modified simulation model (continuous
red line) show significant improvement to the earlier simulation model, and this is also
encouraging. It still has a slightly different velocity from the experimental results. However,
this could be due to the fact that the model is calibrated on the basis of the length of the
plasma channel.
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Figure 14. Simulated spark tip velocity compared to the average experimental data (100 events) (test
conditions: absolute pressure = 6 bar, flow velocity = 15 m/s).

Since a good agreement was achieved with a VM of 0.675, the simulated spark and the
average spark obtained from the experimental results were compared. Figure 15 compares
the average spark from 100 spark events in the bottom row and the simulated spark in the
top row at different time steps at a pressure of 6 bar and a flow velocity of 15 m/s. The first
set of images is from 0.01 ms after the breakdown (0.05 ms after the trigger), and the rest are
at 0.05 ms intervals. This step aims to understand if the simulated spark behaves similarly
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to the experimental case. The images were processed to have a similar scale to facilitate
this qualitative comparison. From these images, it can be seen that the spark produced by
CADIM-VM lies within the possibilities observed in the experiments. However, the shapes
are slightly different even though the lengths remain similar, as mentioned in the previous
comparison shown in Figure 13. It can be seen that the experimental spark is stretched a
little further near the mass electrode than near the central electrode (downward stretching).
The simulated spark is stretched more symmetrically and the spark tip lies in a plane in
between the electrode gaps. Further, the experimental spark follows a more complicated
path, and the root travels along the electrode depending on the flow, in contrast to the
simulated spark, which travels only along the horizontal surface of the electrodes. This
movement also shows significant cycle-to-cycle variation in the experiments. The difference
in the shape of the simulated spark can be attributed to this difference and presents a
further topic for the improvement of the simulation model. Nonetheless, the results still
show significant improvement with the incorporation of the VM since the spark stretching
and the location of the sparks seem to not be significantly different from each other.

0.01 ms 0.06 ms 0.11 ms 0.16 ms 0.21 ms

Figure 15. Spark shape comparison of the simulated (VM = 0.675) and average experimental (bottom
row) results (100 events) (test conditions: absolute pressure = 6 bar, flow velocity = 15 m/s).

To further inspect the performance of the modified simulation model with the cali-
brated VM, a variation in pressure and flow velocity was carried out. Figure 16 shows the
comparison of results for a pressure of 11 bar with the same flow velocity of 15 m/s. Once
again, without the velocity modification, the simulation indicated a trend toward higher
spark stretching velocities than the experimental data, which was consistent with previous
results. However, utilizing the same value of the VM resulted in an improvement in the
simulation results despite its calibration at a different pressure of 11 bar. This underscores
the robustness of the value of the VM used. It can be seen that in the simulation, the first
restrike occurred earlier than that in the experiment. However, it occurred at 0.33 ms in the
calibrated simulation, which is within the range of standard deviation in the experimental
results (0.37 ± 0.06 ms).

As a further step, a velocity variation was performed with an average flow velocity of
10 m/s and an absolute pressure of 6 bar. Figure 17 shows a plot similar to the previous
results. Once again, the use of a VM value of 0.675 resulted in an improvement in the
simulation results. This can be seen from the similar slopes of the experimental and
simulation results. The slope shows the rate of change in the length of the plasma channel,
and this means that the simulation shows the same rate of plasma channel elongation as the
experimental results. However, the simulated spark (both with and without VM) reaches
the restrike early and outside the range of standard deviation of the time of occurrence of
the first restrike in the experiments. The reason for this is that in the experiment, the mean
first restrike occurred later than in the previous conditions. However, in the simulation
model, the energy is insufficient to maintain the spark until that point. Therefore, the energy
in the electrical circuit must also be calibrated.
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Figure 16. Simulated spark length compared to the average experimental data (100 events) till the
first restrike location (test conditions: absolute pressure = 11 bar, flow velocity = 15 m/s).
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Figure 17. Simulated spark length compared to the averaged experimental data (100 events) till the
first restrike (test conditions: absolute pressure = 6 bar, flow velocity = 10 m/s).

Incorporating the Velocity Multiplier factor (VM) calibrated for one operational condi-
tion improved the performance of the simulation model for other conditions. Additionally,
calibrating the VM and other parameters, such as energy, for each specific test condition can
lead to even better simulation results providing a possibility for a database-driven model.

4.3. Heat Transfer by 2-Way Coupling of Plasma Particles in CADIM

As mentioned in Section 3, the two-way coupling of plasma particles was also carried
out in the CADIM by means of a user-defined function. This modified model, the CADIM-
VM-TWP, along with the calibrated Velocity Multiplier, is further evaluated by comparing
it with the FPBOS experimental results. The volume of the medium heated by the spark in
the simulation is extracted as an iso-volume of over 300 K. Since the FPBOS measurement
detects any changes in the density in the observation field, it is comparable to the iso-
volume projection in the simulation. In order to understand the heat transfer results from
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the simulation, these iso-volume projections were compared to the heated volume detected
by the BOS experiments.

Figure 18 shows the comparison of the CADIM-VM-TWP and the heat transfer de-
tected by the FPBOS technique. The first images immediately follow the breakdown,
and the following images are 0.05 ms from each other. The simulation results show a
projection of the 300 K iso-volume. The experimental results show averaged heated volume
projection obtained from FPBOS measurement of 10 spark events. The displacement vectors
obtained from FPBOS results were integrated, averaged, and segmented, as described in
Section 2. In Figure 18, noting that the size of the spark gap is 0.7 mm, it can be seen that
the density gradients generated by the spark can be visualized at high spatial resolution
(pixel = 0.0304 mm ). Under these experimental conditions, it was not possible to obtain
high-resolution visualization from previously existing BOS techniques.

0.01 ms 0.06 ms 0.11 ms 0.16 ms 0.21 ms

Simula�on
results

Experimental
results

Figure 18. Heat transfer from the spark: comparison of average experimental results (10 events) and
the 300 K iso-volume projections obtained from the CADIM-VM-TWP simulation (test conditions:
absolute pressure = 6 bar, flow velocity = 15 m/s).

The initial observation was that the heated volume in Figure 18 is significantly larger
than the plasma channel shown in Figure 15. This is true in both the simulated and
the experimental cases. Since the goal was to obtain good agreement with the physical
phenomenon of the spark, i.e., the heat transfer followed by inflammation, this is certainly
a step in the right direction.

Upon comparing the results shown in Figure 18, it can be seen that the simulation
results differ in some respects from the experimental results. The projected area and
the location of the heated volume look similar in both cases. However, following the
breakdown, it was seen that the heated volume travels faster in the experiments (as seen at
timestep 0.06 ms). This is the effect of the breakdown that induces a sudden acceleration
downstream of the flow. The simulation results do not show this. This phenomenon is
more pronounced right after the breakdown and this signal dissipates with time.

It can also be seen that the simulation results show that the heated volume develops
along the horizontal axis. In other words, the heat is spread symmetrically about a hori-
zontal plane along the middle of the spark gap. In the experiments, this heat transfer is
not symmetric. There is a downward movement of the heated medium with more heated
volume behind the electrodes. This is similar to the movement of the plasma channel
(simulated as well as experimental) that was observed in Figure 15. This could be due to
the flow being slower behind the electrodes. In the simulation, the heat seems to originate
from the edges of the electrode where the plasma roots are. This shows the absence of heat
transfer from the electrodes in the simulation.

The results show that CADIM-VM-TWP shows improved results from the tests, es-
pecially considering that the heat transfer was absent in the previous model. The heated
volume looks similar to the results obtained from the experiments. Further, the FPBOS
measurement technique provides far more information regarding the spark phenomenon
than the observation of just the visible spark.

5. Conclusions

The aim of this work was to gain a deeper understanding of the spark ignition phe-
nomenon and utilize the gained information to improve the simulation models. The optical
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measurement techniques presented in this work provided not only qualitative but also
quantitative information regarding the spark ignition phenomenon. This helped in improv-
ing the ignition simulation model to accurately represent the physical phenomenon, which
is required to accelerate the development of innovative technologies to optimize internal
combustion engines using renewable fuels like hydrogen and methanol with advanced
ignition systems like prechambers.

The visible plasma channel detected using a high-speed camera was used to obtain
the temporal evolution of spark length using Matlab scripts. The initial observation of
the spark velocity led to the incorporation of a Velocity Multiplier (VM) to address the
observed difference in plasma and flow velocities. The results mentioned in this work
were performed with a focus on the experimental conditions of 6 bar and 15 m/s. This VM
was calibrated to match the simulated plasma channel length to the experimental spark
length. An excellent match was obtained with a VM value of 0.675. Using this VM value
also resulted in an improvement in the performance of the model for other experimental
conditions as well. This shows the promise of the approach detailed here, opening up the
possibility of a data-driven model from VM calibrated for different measurement conditions,
improving the simulation results.

The volume heated by the spark was also observed using a modified Background-
Oriented Schlieren (BOS) technique with the projected background, also known as Forward
Projected Background-Oriented Schlieren (FPBOS). This, in combination with Fast Checker-
board Demodulation (FCD), provided a high-spatial-resolution visualization of density
gradients generated by sparks in engine conditions. The information gained from the
results was used to improve the CADIM model by incorporating heat transfer from the
plasma particles to the surrounding medium. The heated volume obtained from the simu-
lation was compared to the experimental results. The comparison showed good agreement.
The improved ignition simulation model, CADIM-VM-TWP, therefore provides a better
physical representation of the ignition phenomenon.
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BOS Background-Oriented Schlieren
ICE Internal Combustion Engine
CFD Computational Fluid Dynamics
DPIK Discrete Particle Ignition Kernel
AKTIM Arc and Kernel Tracking Ignition Model



Energies 2024, 17, 4640 19 of 20

SI Spark Ignition
SBOS Speckle Background-Oriented Schlieren
CMOS Complementary Metal-oxide-semiconductor
FCD Fast Checkerboard Demodulation
DIC Digital Image Correlation
FPBOS Forward Projected Background-Oriented Schlieren
CADIM Curved Arc Diffusion Ignition Model
VM Velocity Multiplier
TWP Two Way Particles
RANS Reynolds-Averaged Navier–Stokes
Symbols
ρ Density
S Displacement in the plane of background
Es Available electrical energy on the secondary circuit
Rs Secondary circuit’s resistance
Ls Secondary circuit’s inductance
Ebd Absorbed electrical energy
Vbd Breakdown voltage
die Inter-electrode distance
is Secondary current
Vgc Voltage in the gas column
lspk Spark length
p Pressure
dis Discharge coefficient
Vie Inter-electrode voltage
Vcf Cathode voltage fall
Vaf Anode voltage fall
τ Ignition delay time
dYp Instantaneous change in ignition precursor
Q Rate of heat transfer from the spark to the surrounding
A Heat transfer surface area
hc Convective heat transfer coefficient
∆T Temperature difference between the spark and its surroundings
V Velocity
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