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Abstract Perception of compliant objects through a hu-
man system interface with visual-haptic feedback was in-
vestigated. Participants had to explore virtual cubes at dif-
ferent compliances by squeezing them with their fingers
and observing them visually and haptically. The cubes were
rendered by admittance control. Perception of compliance
was analyzed using an adaptive staircase method. Results
showed that visual-haptic perception of compliant environ-
ments is less accurate than perception of position and force
stimuli. Furthermore, due to the important role of the visual
feedback cross-modal comparisons are more difficult than
bimodal comparisons.

Keywords Visual-haptic perception - Human system
interface - Virtual reality - Telepresence

1 Introduction

A human system interface (HSI) enables a human operator
to perceive and act in virtual or remote environments (see
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Fig. 1). Perception and manipulation capabilities can be in-
creased by reflecting muitimodal (e.g. visual and haptic) in-
formation of the target environment (for an overview, see
on force reflecting presence systems [2]). Kinesthetic hap-
tic (by now haptic) feedback is sensitive since mechanical
energy is exchanged over command and feedback signals.
This closed feedback loop is susceptible to different kinds
of disturbances and can even become instable (e.g. [19, 42]).
Stability measures can deteriorate display performance and,
consequently, at the operator’s site incongruences between
visual and haptic information can occur. However, humans
can perceive even incongruent bimodal information with-
out any conflict. Measurement of this perceptional process
requires an HSI with high accuracy and extensive experi-
ments using psychophysical procedures. Perception of bi-
modal mechanical information is analyzed here at the ex-
ample of compliance information.

It is known that information of more than one modality is
integrated to a coherent percept (e.g. [33, 36]). Precondition
of integration is spatial as well as temporal congruence of
information (e.g. [33, 36]). However, if an intermodal con-
flict is below threshold of perception, integration still takes
place (e.g. [4]), even though only one modality has been
attended (e.g. [23]). In this context, Marks introduces the
terms stimulus and perceptual congruence (see [4], pp. 85—
105): Stimulus congruence denotes that there are no differ-
ences in the physical stimulus parameters. Perceptual con-
gruence is a psychological construct: Even without physi-
cal congruence discrepancy in visual-haptic information re-
mains to some extent unnoticed by the observer. Because
a qualitative difference of the integrated percept depending
on physical or perceptual congruent stimulus presentation
has been observed, different mechanisms may be involved
[22, 32]. Attentional processes might influence integration
and the extent of permissible discrepancy, respectively (see
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Fig. 1 Multimodal VR/Telepresence: Visual and haptic information
is reflected increasing the human operator’s performance in a target
environment

e.g. [10, 33]). Research on multimodal integration encoun-
tered that information of two or more modalities is fused
by differently weighting it (e.g. [5, 31]). The relative con-
tribution of each sense depends either on the appropriate-
ness (e.g. [39]), the effectiveness (e.g. [3]) or the reliability
(e.g. [6, 7]) of each modality, or on the direction of focus-
ing attention (e.g. [13]). A wealth of research into visual-
haptic integration exists and has concentrated either on size
(e.g. [6, 18, 27]), shape (e.g. [15, 16, 28]) or texture per-
ception (e.g. [12, 14, 20]), as well as on visual influence on
proprioceptive localization (e.g. [25, 26, 38]), respectively.
Most of the research on integration indicates visual domi-
nance over the haptic modality (for a review, see [4, 39]),
especially in spatial properties (e.g. [3]). Moreover, some
factors, such as age (e.g. [24]), response modality (e.g. [17]),
instruction (e.g. [21]) or noise (e.g. [6]), have been found
to reduce visual influence. Some studies even show tactile
dominance over vision (e.g. [8, 12, 20]) or at least in some
tasks (e.g. [9]). Visual dominance therefore is no general
phenomenon and depends on additional task relevant fac-
tors.

The contribution of this article is to identify the just-
noticeable difference (JND) (see e.g. [11]) when perceiving
object compliance through a visual-haptic HSI. The JND is
defined as

M_ (1)

JND =
Sref

Compliance is the combination of force f and position x
information and can be expressed by Hooke’s law

x

S==. @
f

Bimodal perception of compliance information has evoked

only few studies yet [35, 41]. Three hypotheses were tested.

Hypothesis 1 Attending separately to information of two

modalities arising from one source might introduce a high
bias: The human perceptual system tries to integrate even
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conflicting information to provide a coherent percept, espe-
cially if information is derived from one source (see [33,
36)). Therefore, concurrent comparison of visual and haptic
information should result in reduced detection performance
(further referred to as ‘method A’). On the other hand, a low
discrepancy threshold should result when attending to the
object as a whole, and hence to compare a visually presented
object to an haptically presented object sequentially (further
referred to as ‘method B’).

Hypothesis 2 Most of the research on visual-haptic inte-
gration reports visual capture in intermodal conflict situa-
tions (see above). It is therefore expected that visual dom-
inance should occur: The detection of intermodal discrep-
ancies in object compliance should be impaired when the
visual modality remains unaltered (as the target or reference
modality) and hence the haptic modality varies.

Hypothesis 3 As has been shown in different studies (see
above), visual dominance seems not to be a general phenom-
enon and to depend on task-relevant factors. It is expected
that modality dominance is not constant over the whole
stimulus range of object compliance: Low compliant objects
provide scant visual compliance information, whereas high
compliant objects might be easier perceived when relying on
visual information.

All three hypotheses were tested regarding influence of
assessment method, reference modality (i.e. unaltered target
modality), and reference compliance with respect to the de-
tection threshold.

In Sect. 2 the HSI is explained and in Sect. 3 the experi-
mental assessment is described. The results are presented in
Sect. 4 and discussed in Sect. 5.

2 Visual-haptic compliance rendering
2.1 Hardware and software

Haptic information is exchanged via a haptic interface com-
prised of two self-made SCARA robots providing a single
degree of freedom each. The systerm interacts with index fin-
ger and thumb to allow gripping movements. High fidelity
components like Maxon motors and Harmonic Drive gears
enable best possible control. Workspace is about 80 mm and
maximum force is about 50 N. Position information is mea-
sured by angle encoders and force is sensed by strain gauges
attached on both robot links. Visual information is provided
over a TFT screen. Thereby, the compliant environment is
represented by a gray cube squeezed by two orange spheres
(on opposed cube sides) representing finger positions. See
Fig: 2 for an illustration of the overall system and Fig. 3 for
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Fig. 2 Human system interface and real-time processing unit: Visual
and haptic information is exchanged and positions and forces are mea-

sured

Fig. 3 Haptic and visual feedback: The haptic feedback renders a
compliant cube to be explored by thumb and index finger. In the vi-
sual feedback fingers are replaced by orange spheres

close-ups on the two types of feedback. The TFT screen is
slanted by 40° and mounted in the line of sight to the hand
enabling participants to look at the display as if they were
looking at their hand.!

The system is connected to a PC running RTA/-RealTime
Application Interface for Linux. SCARA sensor signals are
recorded by a Sensoray626 DAQ-Card providing 16-bit
sensing resolution. Signal processing algorithms are imple-
mented as Matlab/Simulink models with real-time code gen-
erated automatically. The system operates at 1 kHz sampling
frequency. Measured positions are transferred to a second
PC running the visual VR programmed in Open Inventor.

2.2 Kinematics and dynamics

The identical robots of the HSI are controlled independently
using the same admittance control scheme (see Fig.4 for
kinematical configuration). In the following, the concept is
explained using a single-robot system without loss of gener-

1The tool transformation has no influence on the dynamics of the grip-
ping movement, if participants are given a learning phase (e.g. see [1]).

ality. Kinematical transformations’ (forward kinematics, in-
verse kinematics) mapping torques T to forces f are omitted
for simplicity.

For dynamics consider a mechanical robot with a single
translational degree-of-freedom. The dynamical equation is

given by
MpXp, + Dpin + Kpxp +np =gn — f5, (3)

where My, Dy, K, denote mass, damping, and stiffness of
the HSI and n, € R the nonlinear dynamics of the HSI. Ro-
bot force g € R depends on motor torque T and on link
length I. The position of the end effector is denoted by xj,.
Input-output linearization [30] is achieved by commanding

gh = fy' +n @
The resulting linear dynamics are
Mpip + Dpin + Kpxp = i — £, (%)

where f}" is the new motor force of the linearized HSI.
A PID controller, C : U — M, realizes the control signal
f" according to the position difference of robot and stimu-

lus compliance
fr' = Clxs — xa], 6

where the brackets indicate that C contains differential and
integral operations. The HSI is connected to the human op-
erator. The velocity of the HSI and the velocity of the oper-
ator’s fingers are opposite, hence

Xp = —Xo- Q)

The dynamics of the robot interacting actively with the hu-
man operator is described by

fo=MpXo+ Koxn + fgnl, (8)

where M,, K, denote mass and flexibility of the operator’s
fingers and fJ" is the force actively intended by the human
operator impeded by the force f, that mediates the stimulus
compliance (VR displayed to the operator).

The dynamics of the stimulus compliance is described
by the admittance S : U — M (force input, position output),
which represents compliance according to Hooke’s law

Xs = Sf:, _ 9

where S [mm/N] is the compliance whose perception is
addressed in this study. The control concept employing
inner position control driven by a VR with force refer-
ence is called admittance control. It is best suitable for
rendering non-rigid environments like compliant environ-
ments (see [37] for detailed information). Minimum com-
pliance (= maximum stiffness) that can be rendered is § =

0.2 mm/N.
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Fig. 4 Kinematical structure of
the haptic display: Two SCARA
robots haptically render
compliant cubes for gripping

movements
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Fig. 5 Control of HSI: Different compliances are rendered using a
high-fidelity robot driven by admittance control. The displayed stimuli
compliances Sy show nearly no differences to the commanded stimuli
compliances S. (Hollow arrows represent physical interaction, filled
arrows represent signal processing)

A block diagram of the human operator interacting with
the admittance-controlled HSI is depicted in Fig. 5. Hollow
arrows depict physical interactions, filled arrows are used
for signal interactions. All subsystems are considered to be
linear(ized) and time-invariant. The fidelity of the VR de-
pends on dynamics and control of the HSI. The robot is
light-weighted, dynamics of the motor current control are
negligible, and velocities are small (i.e. friction effects neg-
ligible). Consequently, the transparency of the system can
be assumed nearly ideal and the displayed dynamics Sz can
be considered equal to the dynamics of the VR

Sq=S. (10)

3 Experimental assessment

3.1 Participants

Thirty-two (32) students of the Technische Universitit
Miinchen and the Universitdt der Bundeswehr Miinchen
took part in this study and were paid for participation. Half
of the participants were assigned to group A (method A),
the other half to group B (method B). Due to missing values,
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two (group A) and five (group B) participants had to be ex-
cluded from further analysis. The average age of participants
amounted to 25 years (group A) and 26 years (group B).
Eleven (11) men and 3 women (group A) and 6 men and
5 women (group B) participated. All of them were right-
handed and had normal or corrected-to-normal vision.

3.2 Stimuli

Seven (7) reference compliances were selected covering
a broad range feasible by the HSI. Reference compliance
arnounts to

§=1[02;04;05;0.8;1.4;2.5;4.9 mm/N. {an

Additionally, intermodal discrepancy should be assessed
with either the visual or the haptic modality remaining un-
changed and therefore being the reference modality: Refer-
ence compliance of the unchanged modality was one of the
seven values, whereas compliance of the comparison or non-
target modality was varied according to the procedure.

3.3 Procedure

An adaptive staircase method was used to assess perfor-
mance of participants. Thereupon, two ways of assessment
were defined: Method A demanded comparing visual and
haptic information concurrently within one trial and to de-
cide whether sensory information deviates from each other,
while in method B participants had to sequentially compare
a congruent bimodal stimulus with an incongruent bimodal
stimulus. With both methods a total of 14 threshold values
had to be assessed: each reference stimulus (7) and target
modality (2) combination. In order to reduce overall test-
ing time for participants, method of assessment was chosen
to be a between-participants variable, and testing of the 14
experimental conditions was divided into two sessions with
seven randomly chosen stimuli. These stimuli were selected
with the following restrictions: Neither the same reference
compliance nor the same reference modality was presented
in succession.

Because the ability to be drawn into a book, film or
VE, better known as immersive tendency (see [40]), has
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been known to play an important role in designing human-—
machine interaction, discrepancy of bimodal information
might be mediated by this personal factor. Therefore, an ad-
ditional 12-item questionnaire was included to control for
that variable ([40], translated by [29]): Immersive tendency
was assessed by answering 12 items building the two fac-
tors, tendency to get emotionally involved and degree of in-
volvement (see [29]).

An additional group-specific question was included in the
demographical questionnaire: Group A rated under which
reference (unchanged) modality they felt easier to perform
the task, whereas group B rated the sensory information they
mostly had relied upon during test sessions.

Participants were seated in front of the HSI with their
dominant hand grasping the device and while looking nearly
perpendicular at the screen. They were carefully instructed
according to their group membership to which they were
randomly assigned. A training period had to be completed
prior to each test session. Afterwards, seven experimental
conditions (one test session) were randomly presented. Par-
ticipants explored the stimulus depending on their group
membership and responded by a joystick.

The start and end of each trial was signaled by a sound.
Duration of stimulus presentation depended again on group
membership: Group A compared visual and haptic infor-
mation for 4s with an intertrial-interval amounting to 4s.
Group B tested the stimulus compliance for 2s with an
interstimulus-interval of 2 s and an intertrial-interval of 4s.
Masking of environmental noise was regarded to be not nec-
essary due to the HSI making no disturbing noise, which
might influence the participants’ responses.

At the end of the second test session participants filled in
questionnaires assessing their demographical data, their ex-
perience during testing (additional group specific question)
as well as the immersive tendency questionnaire.

Two different procedures of measuring the perceptual
threshold according.to the group variable had been used
(method A, B). Both methods assessed the relative just no-
ticeable difference JND. The psychophysical procedure to
derive the JND was an adaptive staircase method targeting
the 50% performance level. Initial stimulus and step size
were adopted according to group membership.

Group A Participants were instructed to concurrently com-
pare within one trial information from both modalities given
the reference modality which was announced by the exper-
imental instructor prior to measurement. Therefore, the ex-
perimental task was to make cross-modal comparisons and
to choose between two response alternatives, namely ‘differ-
ence’ vs. ‘no-difference.” In case of haptic reference the vi-
sual modality had to be adjusted to match the haptic modal-
ity. Since only position measurement is possible by vision,
the perceptual task was to match the visual position to the

haptic position encountered while exploring the compliant
object

Method A, hapticref. : xyis s §= % (12)

(4]

where x,;; denotes the position information obtained by the
visual modality and x, denotes the information measured
by the haptic modality as used before. In case of visual ref-
erence the haptic modality had to be adjusted to match the
visual modality. Since participants had to match compliance
information (measured by the haptic modality) to a position
(measured by the visual modality). they had to filter out the
haptic position x, from the haptic compliance estimate to
perform the matching

Xy adjust to
= T Xvise (13)
s

Threshold measurement by the staircase procedure started
with the comparison stimulus

Method A, visual ref.

S0 = 25ref, (14)
while step size was adapted according to

Sy = So — XSref. (15)
After the third turning point, step size was reduced from
x1 = 0.1 to x3 = 0.03. Congruent stimuli were interspersed
with a probability of 10%. After having reached the thresh-
old ten times, threshold measurement ended: The difference
threshold was computed as the mean of the limit cycle con-
sisting of the last, unchanged turning points. The principle
of the adaptive staircase method is depicted in Fig. 6.

100 —
< %0 o |.g— Large Stepsize
8 -
60 —
=)
3 -
'?g 40 --
’g 20 - Small Stepsize
. Medium Stepsize
O T T T "~ T "1
0 5 10 15 20 25

Trial Time [s]

Fig. 6 Adaptive staircase method for difference thresholds: The JND
is the mean of the limit cycle of a subject’s answers swaying between
‘detected’ and ‘not detected.” The stimulus is adjusted upwards when
the stimulus difference (conflict) is not detected, and is adjusted down-
wards if detected. To save trial time, adjustment steps are large at the
beginning and decreased after each lower turning point
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Group B Participants explored two objects sequentially,
one of which characterized by a discrepancy and the other
being the congruent one

.
Method B: § ©T5SM & (16)

where § denotes the congruently displayed compliance
and § the incongruently displayed compliance. Reference
modality was not announced by the experimental instruc-
tor. The participants’ task was to decide whether the second
stimulus felt more or less compliant than the first or whether
there was a difference between the first and second stim-
ulus. Threshold measurement started with the comparison
stimulus yielding a discrepancy of

So = Sref + O-SSrefy (17)

while step size was varied according to (15). Until the
third transition point has been reached, step size amounted
to x; = 0.1 and was then reduced to x5 = 0.03. Congru-
ent comparison stimuli were interspersed with a probability
of 5%. After having reached the threshold six times, the se-
quence ended. The difference threshold was defined as the
mean of the limit cycle consisting of the last, unchanged,
turning points.

4 Results
4.1 Immersive tendency

Participants rated their immersive tendency on a 7-point
scale building the two factors, emotional involvement and
degree of involvement, which were computed for each par-
ticipant. Group A showed an average emotional involvement
of 23.3 (standard deviation sd = 5.8) and an average degree
of involvement of 25.6 (sd = 6.9), whereas mean emotional
involvement amounted to 16.8 (sd = 4.4) and mean degree
of involvement to 24.6 (sd = 8.7) in group B. All values did
not statistically significantly differ from those reported by
Scheuchenpflug [29], indicating that the participants are a
good sample of population.

In order to find out whether the two groups (A, B) dif-
fered from one another regarding the immersive tendency,
because there seemed to be a difference in emotional in-
volvement at least descriptively, a t-test for independent
groups was computed. No difference in degree of involve-
ment could be found (¢(21) = 0.3, p = 0.8). However, both
groups differed statistically significantly in their emotional
involvement (¢(21) = 3.0, p < 0.05): Group A rated to be
higher emotionally involved than group B. However, only
29% of variance could be explained by this effect, which
therefore can be neglected.

) Springer

Group A No correlation between emotional involvement
and performance could be observed. Only two variables
when the haptic modality was the (unaltered) target modality
showed a statistically significant (significance level was 5%)
correlation with degree of involvement: Reference compli-
ance of 2.45 mm/N (Spearman p = +0.7) and of 0.42 mm/N
(p = —0.8). A positive correlation indicates a higher JND
along with a higher degree of involvement, whereas a neg-
ative correlation indicates a better performance (reduced
JND) with a higher degree of involvement.

Group B Additionally, emotional involvement had no in-
fluence on performance, whereas degree of involvement sta-
tistically significantly influenced perception threshold: With
the visual modality being the target modality and a reference
compliance of 0.42 mm/N, a correlation could be observed

(p=-0.7).
4.2 Group specific questions

Participants answered an additional gquestion according to
the modality which facilitated the given task (group A) and
according to the modality participants mostly attended to
(group B). To determine whether there was an influence on
performance or a relation to immersive tendency, separate
correlation analyses for both groups (A, B) were computed.

Group A Participants answered that performing the task
was easier when the reference modality was either the hap-
tic (n = 2) or the visual (n = 4) modality, or both together
(n = 8). There was neither a correlation with immersive ten-
dency nor performance.

Group B Participants reported that they primarily attended
the haptic modality (n = 5), the visual modality (n = 3),
both modalities without preference (n = 2). Rating of the at-
tended modality significantly affected performance (signifi-
cance level was 5%) when the visual modality was the (unal-
tered) target modality: Reference compliance of 0.5 mm/N
(p = +40.7) and 0.42 mm/N (p = +0.8) indicating higher
performance when attending to the haptic modality, medium
performance for the visual and lowest performance when at-
tending to both modalities. However, there was no correla-
tion with immersive tendency.

4.3 Descriptive analysis
The JND was computed for each experimental condition

within both groups. The mean performance is presented in
Table 1.
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Table 1 Summary of results: When comparing compliant objects ref-
erence modality seems only to play a role if comparisons are performed
cross-modal. Sequentially comparing compliances yields better perfor-
mance and is independent of reference modality

Reference Comparison
(target) Concurrently Sequentially
modality (group A) (group B)
Vision IND = 128% JND =55%
Haptic JND =85% JND = 55 to 68%
3004 Group A I Haptic Reference
250 [T Visual Reference
200
£ 150
Z 100}
504}
0 } 4

1 1 1
4 9 14 2.5 4.9

Compliance of Comparison Modality S [mm/N]

Fig. 7 Results of Group A: When visual and haptic compliance infor-
mation of one object were compared concurrently (cross-modally), the
IND is higher if the visual modality is the reference modality

300 5 Group B [7] Visual Reference
250 [ Haptic Reference
200
£ 150
2 100
P U S R ....___68%
50 - - 55%

0
2.5

Compliance of Comparison Modality S [mm/N]

Fig. 8 Results of Group B: When visual-haptic compliance informa-
tion of one object was compared sequentially, the JND was higher in
only some stimuli when the visual modality is the reference modality.
In general, INDs were much lower compared to the cross-modal task

(Fig. 7)

Group A As can be seen in Fig. 7, reference modality af-
fects performance: When the visual modality remains un-
changed according to (13), the average JND is higher than
in the case of the haptic reference according to (12); i.e.,
the task described by (13) is more difficult than the task
described by (12). This indicates visual dominance, i.e. it
is more difficult to filter the haptic position information to
match the visual reference than to adjust the visual informa-
tion to a filtered haptic position reference (visual modality
measured position only).

Group B Group B showed overall higher performance than
group A (see Fig. 8): JND is lower and standard deviation
is smaller, indicating that group B had less difficulties per-
forming the detection task sequentially according to (16).
Again, there seems to be an influence of reference modality
on JND, but only in some reference stimuli. Most of the par-
ticipants who had to be excluded were unable to perform the
tasks when the visual modality remained unaltered and thus
more likely when attending to the visual modality.

4.4 Testing hypotheses

In order to determine the influence of reference compliance
(0.22 to 4.88 mm/N) and reference modality (visual, haptic)
depending on assessment method (A, B), on the ability to
detect discrepancies in intermodal information, a7 x 2 x 2
analysis of variance (ANOVA) with repeated measurements
and method as between-participants variable was computed
(significance level of 5%).

Threshold was significantly different in both groups
(F(1,23) = 9.5, p < 0.05; partial 5% = 0.29): Group B
showed higher sensitivity, i.e. detected smaller discrepancies
in intermodal information. Additionally, reference modality
influenced the JND: Performance was higher when the hap-
tic modality was reference modality and therefore the vi-
sual modality was changed during the testing (F(1,23) =
8.6, p < 0.05; partial n> = 0.27). No interaction of tar-
get modality and reference compliance could be observed
(F(6,138) =0.7, p = 0.6). No other effects reached statis-
tical significance.

However, effect size (partial n?) of both main effects is
very low and, as can be seen comparing Fig. 7 to Fig. 8, the
above reported influence of reference modality seems pri-
marily due to performance of group A. Therefore,a 7 x 2
ANOVA with repeated measurements was computed for
each group.

Again, main effect of modality was statistically signif-
icant in group A (F(1,13) = 10.3, p < 0.5); the effect
now accounted for 44% of the variance. However, no in-
fluence of reference modality on performance could be ob-
served in group B (F (1, 13) = 1.2, p = 0.3). The only other
though negligible effect that reached significance was the
interaction between target modality and reference compli-
ance (F (6, 60) = 2.5, p < 0.05; partial n? = 0.20) indicat-
ing higher JND when reference compliance is 0.5, 0.85 and
4.88 mny/N and the visual modality is the reference.

5 Discussion
Difference thresholds in visual-haptic compliance informa-

tion were assessed for different experimental conditions.
Participants either had to concurrently compare visual with
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haptic compliance information (method A) or to sequen-
tially compare two compliant objects displayed visually—
haptically (method B). The chosen method affected the de-
tection performance, as was expected (Hypothesis I). As can
be seen in Table 1, concurrent comparisons yield low perfor-
mance (around 128% to 85%), whereas sequential compar-
isons yield performances between 55% and 68%. Similar re-
sults are obtained by Srinivasan, Beauregard & Brock who
showed that participants’ ability to identify the less com-
pliant of two easily distinguishable compliant stimuli de-
creased as the ratio between visual and haptic discrepant
compliance information increased to around 0.5 [35].

The different JNDs reflect that detecting visual-haptic
conflicts is very difficult as long as no congruent compar-
ison is available. The perceptual system may integrate the
information in order to provide a coherent percept (e.g. [33,
36]). On the other hand, conflicts can be more easily de-
tected when comparing to congruent information. As ex-
pected (Hypothesis 2), reference modality influenced dis-
crimination performance: When varying haptic information
(visual modality is unchanged), the JND is higher than with
the haptic modality being the reference (see also [35]). This
indicates that participants relied more on visual information
when performing the discrimination task. Although this vi-
sual dominance can be observed for both groups (main ef-
fect), especially performance of group A contributes to this
effect since this group had to perform an additional filtering
to extract the position information from the haptic percept.
In group A, 128% difference between the visual comparison
and the haptic reference information is necessary in order
to be detected, whereas 85% intermodal difference can be
detected when the haptic modality remains unchanged (see
Table 1). This indicates that the filtering of position infor-
mation is more demanding if the information that has to be
matched has to be filtered than if the reference information
has to be filtered.

Visual dominance depended on reference compliance
in group B, as expected (Hypothesis3). However, effect
size is rather low. Additionally, a positive correlation be-
tween directing attention and discrepancy threshold could
be observed in some reference stimuli: Performance de-
creased when participants attended to the ‘wrong’ modal-
ity, i.e. vision. Moreover, the analysis of missing values
revealed that expecting the ‘wrong’ modality resulted in
a non-convergence of the iterative psychophysical method.
The cost of attending the wrong modality has already been
shown to decrease performance (e.g. [13, 34]). Whether the
influence of attention accounts for the observed result has
not been systematically addressed in this study. Further ex-
periments have to clarify, whether this effect might account
for this interrelation.
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