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Abstract

Memory forensics is an important branch of digital forensics. Different concepts empower practitioners to perform deep analysis of potentially compromised systems by dissecting the acquired volatile memory of a target. The field mainly evolved in recent years and relies on the ambitious development of interfaces to extract and interpret structural information. In contrary, memory carving, also denoted as unstructured analysis, encompasses the extraction of artefacts or objects based on signatures or patterns. With the introduction of frameworks responsible for the complex structural interpretation of an acquired dump, researchers began to further expand the field, understandably shifting focus towards structured methodologies.

Even if structured analysis undoubtedly creates the foundation for deep insights into an acquired system, the overall concept bares some pitfalls and major implementation efforts. The multilayered and complex interpretation reveals much care and constant maintenance. This need has been further increased by shorter operating system release cycles. In addition, the analysis could suffer from various inconsistencies (memory smearing) of structural information, caused by the non-atomic acquisition of a running system. The degree of atomicity usually depends on the depicted method of acquisition, e.g., the acquisition via software tools, hardware appliances or virtualization features. Another eligible argument in favour of carving-based extraction is the potential compromise of structural information by an adversary, which seems to be a viable argument considering recent research in anti-memory-forensics. In a nutshell, mentioning just a small portion of a large variety of different obstacles, it should be desirable to back structured analysis by additional concepts of unstructured analysis and to introduce different concepts of data reduction similar to those in disk forensics. Therefore, this research investigates the transferability of Approximate Matching concepts to the field of memory forensics. Those functions are usually used to determine the similarity between two input files.

After giving a broad systematization of the field in terms of different criteria of research, we will discuss the transferability of existing schemes by the introduction of several contributions: First, we inspect the possibility of fast differentiating between code and data with the help of a new approach called Approximate Disassembling. In other terms, we introduce a concept for x86-64 code fragment carving. The approach will be the entry point for further discussions and extensions to existing Approximate Matching implementations. Second, we discuss the possible integration of our previously introduced dispatcher into an existing Approximate Matching technique. The required adaptations to the implementation and parametrization will be outlined. The approach will be discussed in the course of inspecting a raw memory image, i.e., for the task of identifying the running kernel version and different applications. Third, we introduce the possibility of extending an existing Approximate Matching technique with contextual extraction capabilities. In detail, techniques to carve the function start offset via common prologue sequence have been reassessed for our specific domain. Fourth, we inspect different and fairly new concepts of storing and handling extracted artefacts. The evaluation and assessment aspects of the different approaches is often denoted as Database Lookup Problem. In detail, we discuss the different implementations under aspects like common block filtration and deduplication. Last, we inspect the capabilities of our considered approaches in the course of binary matching. In detail, we adapt previously introduced techniques and discuss the performance in contrast to predominant Approximate Matching approaches.
Zusammenfassung


untersuchen wir die Fähigkeiten der von uns betrachteten Ansätze im Zuge des Ab-
gleichs von Programmdateien. Im Detail adaptieren wir zuvor eingeführte Techniken
und diskutieren die Performanz im Gegensatz zu vorherrschenden Approximate
Matching Ansätzen.
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INTRODUCTION

1.1 MOTIVATION

In the course of Digital Forensics and Incident Response (DFIR) the acquisition and analysis of volatile memory have gained significant attention by practitioners and researchers in recent years. The examination of the previously acquired memory of a running system gives deep insights into the state of a machine and empowers the investigation of recently performed actions and processes. The academic community mainly focused on the field of structured memory forensics. As the name suggests, this branch of memory forensics is based on the extensive extraction and interpretation of Operating System (OS) related memory structures. It should be clear that inferences gained from the analysis of the core implementations of the target should be very precise and more meaningful than any technique of unstructured memory forensics. However, the context of application, the complexity, and the variety of different interpretation levels introduce several long-lasting challenges.

The detection, the processing, and the analysis of OS and application related structures is based on the costly process of maintenance and updating the operability of tools and frameworks, where the overall problem is often denoted as semantic gap (Dolan-Gavitt et al., 2011). Thus, maintenance and community-driven expertise is a fundamental building block for the long-term utility of those complex, based-on-heuristics, and multi-layered frameworks. Often, the stability and applicability is influenced by eligible updates or changes to the core functionalities of the operating system itself. In addition, the interpretation could be hindered by erroneous images due to acquisition errors, also known as memory smearing (Pagani, Fedorov, and Balzarotti, 2019). This leads to inconsistencies and errors within the chain of interpretation by the memory forensics frameworks. In advances to foundational work done to lift an acquired dump into an interpretational state, examiners and practitioners are often responsible for creating the overlaying space of domain-knowledge backed plugins. Most often, those plugins introduce additional components and extensions to the underlying frameworks, which are mainly responsible for the process of heavy lifting until final interpretation.

Besides inferences not possible with classical disk- or file system forensics, obfuscated malicious software (malware) and evasive actions could barely hide their traces within the states of a target system reflected by its internal state in memory. Thus, memory forensics plays an important role in the current digital forensics community and research. However, adversary forces realize the capabilities of live- or post-mortem memory forensics. Recent research underlined the feasibility of anti-memory-forensics techniques, which could slow down, complicate, prevent, or attack
the overall forensical soundness of an analysis (Block and Dewald, 2019).

With the increasing size of main memory, White et al. (White, Schatz, and Foo, 2013) formulate requirements for investigating a memory image and postulate that methods of data reduction (similar to those in disk forensics) are eligible. In the field of disk forensics Approximate Matching algorithms (a.k.a. similarity hashing or fuzzy hashing) represent a robust and performant instrument to differentiate between known and unknown data fragments (Breitinger et al., 2014). However, White et al. claim that Approximate Matching algorithms are not suitable in the course of memory forensics, as code in memory always differs from its version on disk.

1.2 Research Questions and Contributions

Considering the introductory motivation, this research further inspects the applicability of Approximate Matching in the field of memory forensics. Summarized and simplified, in this work we argue if concepts and techniques of existing schemes may be transferred from disk or network forensics to the field of memory forensics. Thus, the overall and general research could be formulated by a single and generic research question.

RQ: Is it possible to strengthen main memory analysis by successfully transferring concepts of Approximate Matching to the domain of memory analysis?

We further split the overall research question into smaller partial questions and shortly introduce our own contributions with respect to each question.

Systematization of Knowledge. As the field mainly evolved within the last decade, we need to outline recent research efforts and differentiate academic publications in terms of research criteria and research ambitions. A broad systematization of knowledge should further delimit our contributions from existing work and give a better impression of the field’s status quo.

RQ1: Which memory analysis methods have been proposed and what are their main properties in terms of type, scope, and context of application?

A committed community of forensics practitioners and scientific researches try to keep pace with the fast-moving field of memory forensics, driven by the complexity, increasing number and shortened update cycles of target systems. Within the last 15 years the field mainly evolved and proposed approaches of acquisition and analysis require constant care to remain applicable over time. A first contribution of this work is the presentation of a systematization of knowledge by considering more than 140 publications related to the field of memory forensics.

Approximate Disassembling. We differentiate between multiple stages of research to succeed. First, a technical component is needed, which extracts and labels portions of code or data out of vast amounts of unknown data. In terms of carving, differentiating extracted fragments should be possible without any structural properties like the binary source format or the requirement of recreating a process context with the help of structured analysis. Differentiating between code and data should empower to further transforming or normalizing extracted fragments.

RQ2: What are applicable and interfaceable approaches for differentiating code and data applied on a considerably large and unstructured bulk of data?
Detecting known and unknown code structures in large sets of data is a challenging task. An example is the examination of memory dumps of an infected system. Memory forensic frameworks rely on system-relevant information and the examination of structures which are located within a dump itself. With the constantly increasing size of used memory, the creation of additional methods of data reduction (similar to those in disk forensics) are eligible. In the field of disk forensics, Approximate Matching algorithms are well known. However, in the field of memory forensics, the application of those algorithms is impractical. We introduce an approximate disassembler named approxis. In contrary to other disassemblers our approach does not rely on an internal disassembler engine, as the system is based on a compressed set of ground truth x86 and x86-64 assemblies. Our first prototype shows a good computational performance and is able to detect code in large sets of raw data. Additionally, our current implementation is able to differentiate between architectures while disassembling. To summarize, approxis is our first step to interface Approximate Matching with the field of memory forensics.

MEMORY CARVING. The integration of a preliminary processing step, as well as the considered context of application, expectedly requires the adaptation of existing Approximate Matching schemes. To be more specific, the transfer or application of existing schemes on acquired memory dumps requires the adaptation of those schemes in terms of parametrization and feature extraction.

RQ3: Under which premise could we interface or extend Approximate Matching as memory carving technique? Which properties need to be respected and should be considered in further implementations and parametrizations?

This research presents the fusion of two subdomains of digital forensics: (1) raw memory analysis and (2) Approximate Matching. Specifically, we describe a prototype implementation named mrsh-mem that allows comparing hard drive images as well as memory dumps and therefore can answer the question if a particular program (installed on a hard drive) is currently running / loaded in memory. To answer this question, we only require both dumps or access to a public repository which provides the binaries to be tested. For our prototype, we modified an existing Approximate Matching algorithm named mrsh-net and combined it with approxis. Literature claims that Approximate Matching techniques are hardly applicable to the field of memory forensics (White, Schatz, and Foo, 2013). Especially legitimate changes to executables in memory caused by the loader prevent the application of current bytewise Approximate Matching techniques. Our approach lowers the impact of modified code in memory and shows a good computational performance.

DATABASE LOOKUP PROBLEM. The phase of feature or data chunk extraction inevitably leads to the question of storing and handling those extracted artefacts. Several approaches of artefact storages have been introduced in recent years in the field of DFIR. Thus, an appropriate candidate has to be selected for our specific use case, considering different aspects of our application.

RQ4: What are suitable candidates for storing extracted artefacts, and how is it possible to solve important aspects like common-block-handling?

One concept to deal with data overload is data reduction, which essentially means separating the wheat from the chaff, e.g., to filter in forensically relevant data. Prominent techniques in the context of data reduction are hash-based solutions. Data reduction is achieved because hash values (of possibly large data input) are much
smaller than the original input. Today’s approaches of storing hash-based data fragments range from large scale multithreaded databases to simple Bloom filter representations. One main focus was put on the field of Approximate Matching, where sorting is a problem due to the fuzzy nature of the approximate hashes. A crucial step during digital forensic analysis is to achieve fast query times during lookup (e.g., against a blacklist), especially in the scope of small or ordinary resource availability. However, a comparison within different database and lookup approaches is considerably hard, as most techniques partially differ in considered use-case and integrated features, respectively. We discuss, reassess and extend three widespread lookup strategies suitable for storing hash-based fragments: Hashdatabase for hash-based carving, hierarchical Bloom filter trees, and flat hash maps (Garfinkel and McCarrin, 2015; Lillis, Breitinger, and Scanlon, 2017). We outline the capabilities of the different approaches, integrate new extensions, discuss possible features and perform a detailed evaluation with a special focus on runtime efficiency. Our results reveal major advantages for fhmap in case of runtime performance and applicability. Hbft showed a comparable runtime efficiency in case of lookups, but suffers from pitfalls with respect to extensibility and maintenance. Finally, hashdb performs worst in case of a single core environment in all evaluation scenarios. However, hashdb is the only candidate which offers full parallelization, transactional features, and a Single-level storage.

**CODE CARVING.** As it should be clear, hashing fragments of code-related structures is more or less strongly-related to code-similarity analysis or code-reuse detection. Thus, another important aspect is the adaptation of binary-analysis specific contextual extraction approaches, i.e., for the task of contextual feature or chunk extraction. We need to inspect the transferability of contextual feature extraction techniques and their integrability in terms of Context-Triggered Piecewise-Hash (CTPH) techniques.

**RQ5:** Is it possible to improve or replace existing contextual trigger functions of common (CTPH-based) Approximate Matching with better suited techniques?

In the field of memory carving, the context-unaware detection of function boundaries could lead to meaningful insights. For instance, in the field of binary analysis, those structures yield further inference, e.g., identifying binaries known to be bad. However, recent publications discuss different strategies for the problem of function boundary detection and consider it to be a difficult problem (Andriesse, Slowinska, and Bos, 2017). One of the reasons is that the detection process depends on a quantity of parameters including the used architecture, programming language and compiler parameters. Initially, a typical memory carving approach transfers the paradigm of signature-based detection techniques from the mass storage analysis to memory analysis. To automate and generalise the signature matching, signature-based recognition approaches have been extended by machine learning algorithms. We reassess the application of recently discussed machine learning based function detection approaches in our context. We analyse current approaches in the context of memory carving with respect to both their efficiency and their effectiveness. Additionally, we discuss the capabilities of different function start identification techniques by reducing the features to vectorised mnemonics.

**BINARY MATCHING.** As many Approximate Matching schemes are often discussed as appropriate tools for matching similar malicious or benign binaries, the
evaluation of our proposed adaptations should be additionally evaluated in this
strongly related field.

**RQ6:** Can we transfer the newly introduced concepts to the field of binary matching?

Recent research showed major weaknesses of predominant fuzzy hashing tech-
niques in the case of measuring the similarity of executables (Pagani, Dell’Amico,
and Balzarotti, 2018). To summarize, known Context-Triggered Piecewise-Hashing
approaches are not very reliable for the task of binary comparisons, as even be-
ign changes heavily impact the underlying byte representation of an original bi-
nary. Modifications could be caused by benign or malicious source code changes,
different compilers, and changed compiler settings. Approaches based on the ex-
traction of statistically improbable features (Roussev, 2010) or n-gram histograms
(Oliver, Cheng, and Chen, 2013) showed a better detection performance in case of
inexactly matching binaries with varying build settings or source code modifications.
However, the *inexact* matching of binaries lacks the ability to give more *exact*
inferences, i.e., the ability to highlight offsets changed on a byte-level or slight variations
within a modified binary. We present a new scheme called apx-bin, considering re-
cent research results mainly for the task of binary analysis and binary matching. Our
approach unites exact and inexact matching capabilities. A first comparison of our
approach against four different fuzzy hashing techniques showed major advantages
in nearly all of the mentioned scenarios. Previous research underlines the volatile
nature of schemes in different scenarios. In contrast, our scheme is more robust and
shows stable results across all considered scenarios.

1.3 **THESIS OUTLINE**

The mentioned research topics of this thesis are structured as follows:

- *Give an overview of relevant fields of research:*
  In Chapter 2 we provide a generous introduction into two important aspects
  of our own research: Approximate Matching and Binary Analysis. Each sec-
tion provides a compact overview, a discussion of the current state of the art,
relevant publications, and how they further influenced our own contributions.
In each section, we will introduce the relevant publications and their cross de-
dendencies within the scientific and, especially, the DFIR community. In the
course of Approximate Matching, we will discuss the preliminary use cases,
the possible distinctness of the differing approaches, as well as the applicabil-
ity in the field of binary matching. In addition, we will introduce a well-known
problem of the community, the Database Lookup Problem (DLP). Afterwards,
we will inspect two well-known problems taken over from the field of binary
analysis: the Function Detection Problem (FDP), as well as the Code Detection
Problem (CDP). In addition, the concept for generating a correct and sound
ground truth dataset is discussed.

- *Give an overview of the field of memory forensics:*
  In Chapter 3 we will give a systematic overview of the field of memory foren-
sics which has been advanced by a variety of publications and approaches. We
focus on concepts of unstructured analysis and previous work discussing the
application of Approximate Matching in the field of memory analysis.

- *Tackling the problem of code/data discrimination:*
  In Chapter 4 we will introduce a concept for discriminating code and data by
considering large amounts of acquired and unknown data, named approxis. The underlying concept of approximate disassembling or dispatching a byte stream will be evaluated in three different scenarios: differentiating code and data, differentiating the architecture, and differentiating the compiler (and partially the version of the compiler).

- **Introduce Approximate Matching to the field of memory carving:**
  In Chapter 5 we will present and discuss the possible integration of approxis into an existing Approximate Matching scheme. The overall goal is to extract loaded executables within memory; e.g., for determining specific executed applications or kernel versions.

- **Discuss replacements for pseudo-random based trigger functions (PRF):**
  In Chapter 6 the possible adaptation of different function detection approaches is inspected. In detail the applicability of Recurrent Neural Network (RNN) or Weighted Prefix Tree (WPT) is discussed in the course of context-sensitive chunk extraction within existing CTPH approaches.

- **Reassess different approaches to store and maintain extracted artefacts:**
  In Chapter 7 we will revisit the Database Lookup Problem and reassess three different approaches in terms of utility and performance.

- **Discuss the introduced Dispatcher in the context of binary matching:**
  In Chapter 8 we inspect the capabilities of an improved feature extraction phase via approximate disassembling in the course of binary matching. We therefore evaluate our approach by the adoption of three different scenarios. In addition, we create an own adversary set of evaluation binaries and benchmark our own approach against four predominant fuzzy hashing techniques.

- In Chapter 9 we conclude the thesis.
BACKGROUND AND RELATED WORK

The following chapter discusses the basic and related background of this thesis, as well as previous research efforts in overlapping disciplines of research.

- In Section 2.1, we give a broad overview of Approximate Matching (AM) concepts, also known as fuzzy hashing. We give a short overview of relevant publications, specific implementations, and selected approaches previously discussed in the field of malware or binary matching. In addition, we introduce another important aspect of AM: The Database Lookup Problem.

- In Section 2.2, we introduce problems strongly related to the field of binary analysis: The problem of correctly disassembling the x86-64 instruction set, differentiating code from data, and the detection of function boundaries of stripped binaries.

2.1 APPROXIMATE MATCHING

The following Subsection 2.1.1 gives a short introduction into Approximate Matching and some of its major manifestations. Besides the basic idea and considered fields of application, the diverse implementations could differ heavily by their underlying concepts and implementations. To understand and better differentiate the concepts, we have to briefly introduce the considered approaches and their differences. Therefore, we first give a short summary of the concepts, research paths, and well-known implementations. Subsequently, we shortly introduce in Subsection 2.1.2 a major field of application of today’s Approximate Matching concepts: matching, identifying, or clustering (malicious) binaries. Finally, we inspect in Subsection 2.1.3 one major issue of Approximate Matching suffers in general, the database lookup problem and the overall handling of block hashes.

2.1.1 Approaches and Taxonomy

Approximate Matching (a.k.a. Fuzzy Hashing) is a so-called Similarity Preserving Hash Function (SPHF). In contrast to cryptographic hash functions, those functions determine the similarity of two files. Introduced more than a decade ago to deal with spam, Approximate Matching is now considered to solve different (digital) forensic challenges. Approximate Matching is a rather new area of digital forensics and can
be seen as the counterpart to traditional (cryptographic) hash functions, i.e., Approximate Matching algorithms return similar fingerprints for similar inputs. In the following paragraphs we summarize the most relevant approaches and aspects for our research. In the case of cryptographic hash functions (e.g., SHA-256) small changes on an input drastically changes the final output digest. This is also denoted as the avalanche effect. To detect similar files, even after small changes have been applied on an exact copy, similarity preserving hash functions have been developed. As can be seen in Figure 2.1, schemes create a similarity digest of an input stream and can be used to generate a similarity score between two files. Most often a scheme consists of two separated functions: a function to create the digest and a function to compare two digests. The National Institute of Standards and Technology (NIST) defines four possible use cases that Approximate Matching techniques could deal with: similarity detection (1), cross-sharing detection (2), embedded object detection (3), and fragmentation detection (4) (Breitinger et al., 2014).

A SHORT HISTORY OF APPROXIMATE MATCHING. In recent years plenty of different approaches have discussed different concepts of providing a similarity preserving hash function in different domains of DFIR. Introducing all of the different concepts is out of the scope of this work. Figure 2.2 gives a simplified overview of relevant publications and approaches with a focus on binary matching and malware detection. A more comprehensive overview and a technical taxonomy is provided by Harichandran et al. (Harichandran, Breitinger, and Baggili, 2016). The coloured nodes describe publications proposing new or adapted concepts (light/dark red nodes), publications which focus on an overall assessment or summary of existing approaches (green nodes) and publications which discuss Approximate Matching in the context of malware or binary matching (yellow nodes).

As can be seen, research on Approximate Matching already began in 2002 with the creation of the spamsum approach (Tridgell, 2002) to handle the arising amount of spam. The original spamsum algorithm was an important building block for further research and future provided concepts. Even today, ssdeep proposed in 2006 plays an important role in academia, the IT industry, and IT security in general (Kornblum, 2006). About the same time, Roussev et al. proposed two of their concepts md5bloom (Roussev et al., 2006) and mrsh (Roussev, Richard III, and Marziale, 2007). The different approaches and a previous study about the extraction of common features in binary data (Roussev, 2009) finally lead to a new approach called Similarity Digest Hashing (SDHASH) (Roussev, 2010) which is mainly based on the extraction of statistically improbable features.
Figure 2.2: Compact overview of the different research and proposed Approximate Matching techniques with a focus on binary and malware matching.
In the following years, several publications proposed concepts of evaluation, attacks and improvements of existing approaches (Roussev, 2011; Breitinger, Baier, and Beckingham, 2012; Breitinger and Baier, 2012a; Baier and Breitinger, 2011; Breitinger, Stivaktakis, and Roussev, 2014; Breitinger and Roussev, 2014; Breitinger, Stivaktakis, and Baier, 2013). Most of them led to new or improved concepts, for example mrsh-v2, a derivative of the original Multi-Resolution Similarity Hash (MRSH) approach (Breitinger and Baier, 2012b).

We will give further insights and a detailed explanation of mrsh-v2 and its underlying concept throughout this section, as we used the present implementation for our own extensions and implementations. Besides the original mrsh-v2 implementation, additional modifications have been proposed. For example the adaptation in the course of detecting files via network analysis (Breitinger and Baggili, 2014) and handling the database lookup problem via the integration of Cuckoo-Filters (Gupta and Breitinger, 2015) or Hierarchical Bloom Filter Tree (HBFT) (Lillis, Breitinger, and Scanlon, 2017). In addition to general fuzzy hashing concepts like ssdeep and sdhash, Oliver, Cheng, and Chen, 2013 of Trend-Micro proposed a locality sensitive hashing scheme called Trend Micro Locality Sensitive Hash (TLSH) with an additional focus robustness in the field of malware analysis. Additional work underlined the robustness of tlsh considering advanced attacks like randomization (Oliver, Forman, and Cheng, 2014).

A future research path mainly focused on the applicability of fuzzy hashing for the task of identifying or matching malicious software (French and Casey, 2012; Azab et al., 2014; Li et al., 2015; Upchurch and Zhou, 2015). The contradictory and conflicting conclusions of previous research lead Pagani et al. (Pagani, Dell’Amico, and Balzarotti, 2018) to a detailed inspection of the different schemes in the context of matching executable binaries via Approximate Matching. The authors proposed different scenarios to evaluate and assess the four predominant schemes: ssdeep, sdhash, mrsh-v2 and tlsh. We will further introduce the discussion and conflicting findings of the mentioned publications in Subsection 2.1.2.

DIFFERING SCHEMES. The schemes for creating similarity preserving digests vary in a broad sense and are difficult to formalize in a uniform way. An approach could be described by its underlying steps of processing: the selection of features and the creation of the digest. In the following we will briefly discuss the main concepts of the different schemes, similarly to its visualization shown in Figure 2.3:

- In the case of ssdeep (Kornblum, 2006) and mrsh-v2 (Breitinger and Baier, 2012b) the concept of CTPH mainly relies on the extraction of chunks by the utilization of context-based patterns (e.g., the utilization of a pseudo-random function). Those chunks are afterwards hashed as a sequence and stored into a similarity digest. A digest could be represented as a concatenation of the hash
values (ssdeep) or as Bloom filters (mrsh-v2). In the case of ssdeep, the Levenshtein distance is used to compare two digests with each other. In the case of mrsh-v2 the Hamming distance is used to compare two or multiple Bloom filters.

- In contrast, sdhash (Roussev, 2010) is based on the extraction of statistically improbable features with a length of 64 bytes. The identified bag of features are hashed into a Bloom filter. The distance between two digests is also determined with the Hamming distance.

- Oliver, Cheng, and Chen (2013) proposed the Trend Micro’s Locality Sensitive Hashing (TLSH), a scheme also considered in the field of binary analysis. The scheme extracts six triplets of 5-byte windows in a sliding window fashion. Thus, a large amount of relatively small features are extracted. The bag of features is afterwards hashed into a frequency-based representation. Quantile-based analysis helps to damp variances beside the n-gram based extraction. A distance score is calculated by additionally considering identical files and the file size.

An overview of the different concepts can be seen in Figure 2.3. In the case of ssdeep and mrsh-v2 chunks are extracted as fixed sequences and further processed. In the case of tlsh and sdhash bags of extracted triplets (tlsh) or bags of extracted blocks (sdhash) are processed, respectively. It should be clear that bags do not consider the order of elements. In contrast, sequences consider the order of elements inside of a chunk. The schemes could utilize different score ranges and measurements. Where tlsh utilizes a distance range from 0 (identical files) to 1000+, the remaining schemes (i.e., ssdeep, mrsh-v2 and sdhash) utilize a score between 0 and 100 (where higher is more similar). The score of tlsh could be normalized to range between 0 and 100. The thresholds could vary and should be adopted to a specific use case.

MRSH-V2 AND CTPH. From a high level perspective, Approximate Matching algorithms work as follow. First, the algorithm identifies features where a feature is usually a substring of the complete input (e.g., chunks of a particular length). These chunks are then mapped via (cryptographic) hash functions. Lastly, these shorter strings are then used to build a fingerprint / similarity digest.

For instance, let us have a closer look at algorithms of the mrsh family which form the basis for this work. These algorithms (e.g., mrsh-v2 Breitinger and Baier, 2012b) consider only the underlying byte sequence of a given input (no interpretation of the byte sequence). The given sequence is divided into chunks of size \( b \) (common values are \( 64 \leq b \leq 320 \) bytes) . To do so, the algorithm uses a sliding window that rolls through the sequence byte-by-byte and considers 7 consecutive bytes at a time. This window is then hashed using a Pseudo Random Function (PRF) which returns a value between 0 and \( b - 1 \). If \( b == 0 \), the end of a chunk is identified. As a consequence, if PRF behaves pseudo random, each chunk has approximately the size of \( b \) bytes. Once the end of a chunk is identified, a Chunk Hash Function (CHF) is used to compress the sequence (common CHFs are MD5, SHA or FNV-1a). Lastly, all chunk hashes are translated into a final fingerprint where different algorithms use different concepts. In the case of mrsh-net, a single large Bloom filter is used which is explained in the following paragraph (Breitinger and Baggili, 2014).

A Bloom Filter is a space-efficient, probabilistic data structure invented by Burton Howard Bloom in 1970 that consists of an array of \( m \) bits all set to zero (Bloom, 1970). In order to insert an element \( s \in S \) into a Bloom filter, \( s \) is hashed using a
hash function that returns values $|h(s)| \geq k \cdot \log_2(m)$ bits\(^1\). Then, the numeric offset represented by the first $\log_2(m)$ bits is used to set the corresponding bit in the Bloom filter; the second $\log_2(m)$ bits are used to set the corresponding bit in the Bloom filter; this is repeated $k$ times. For instance, assuming Bloom filter size $m = 64 = 2^6$ and $k = 2$, $h(s)$ should return a hash value of at least $(2 \cdot \log_2(64) =) 12$ bits, e.g., 011011101101. Given that 011011\(_{bin} = 27\_{dec}$ and 101101\(_{bin} = 45\_{dec}$, bits 27 and 45 of the Bloom filter are set to one. To verify whether an element $s'$ is in a given Bloom filter, it is hashed with the same hash function $h$. If all corresponding bits in the Bloom filter are set to one, the element was inserted into the Bloom filter with a certain probability (there is a chance for a false positive). If one of the bits is zero, the element was never inserted into the Bloom filter (there are not false negatives). Specifically, the false positive rate of a Bloom filter is influenced by three parameters: the size of the filter $m$, the amount of elements which are inserted into the filter $n$ and the number of set bits per element $k$. The probability for a false positive can then be estimated with the formulas illustrated in Equation 2.1,

$$P_{FP} = \left( 1 - \left[ 1 - \frac{1}{m} \right]^{kn} \right)^k \approx \left( 1 - e^{-kn/m} \right)^k$$

$$= (1 - p)^k, \text{ with}$$

$$p = 1 - \left( 1 - \frac{1}{m} \right)^{kn},$$

where $p$ is the probability of a bit being 0, after all $n$ elements have been inserted (Breitinger, 2014). In order to create the final fingerprint, the first $k \cdot \log_2(m)$ bits of the chunk hashes are utilized to set the corresponding bits in the Bloom filter. In other words, for each chunk $k$ bits are set in the Bloom filter. A summary of the parameters is provided in Table 2.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>Denotes the approximated chunk size</td>
</tr>
<tr>
<td>$m$</td>
<td>Denotes the Bloom filter size in bits</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of elements inserted into a Bloom filter</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of used sub-hashes; each sub-hash defines a bit in the corresponding Bloom filter</td>
</tr>
</tbody>
</table>

Table 2.1: Parameters of mrsh-net and their description.

The created fingerprints can be used to estimate the similarity score between two given files. Different Approximate Matching approaches create different fingerprints and thus utilize different techniques for similarity calculation. In the course of mrsh derivatives which utilize Bloom filters as similarity digest, the Hamming distance as metric is used.

**SUMMARY.** As concepts of schemes differ heavily, the inference of the similarity measurements has to be discussed. The short insight into some schemes emphasizes the fact that obtained scores need to be considered differently. For example, a high value of similarity in the case of mrsh-v2 states a high similarity in the case of completely identical byte sequences. A user has to consider that such a score gives more

\(^1\)Note, the original work suggests to use $k$ different hash functions each returning a value between 0 and $m - 1$. However, we use single hash functions and therefore our explanation differs slightly.
exact inferences, although it is error-prone in the case of even small changes. It could be questioned if reducing the capabilities of different schemes to the task of matching two binaries (e.g., binary $x$ equal to binary $z$) is always sufficient or if we should strive for a more diversified attestation (e.g., in which offsets have been adapted).

**RELEVANCE.** Obviously, the application of Approximate Matching concepts to the field of memory forensics requires the adaptation of existing schemes. Schemes implicitly damp occurring effects like fragmentation (virtual memory), partially loading (lazy evaluation), or patching (loader). However, components of additional carving should be considered. We will further inspect past efforts and discussions of whether Approximate Matching is applicable to the field of memory forensics in Section 3.

### 2.1.2 Binary Matching

Research has discussed the utility of the schemes in the context of binary or malware analysis. A predominant representative in this field is still ssdeep\(^2\). In the past, evaluations of the different approaches led to unclear results with missing insights. Most often, matching results have been published without giving any reasoning as to why specific schemes perform differently for specific scenarios. In addition, test scenarios could vary widely, depending on the utilized datasets and test methodology. An extensive overview of different research was given by Pagani, Dell’Amico, and Balzarotti (2018). In short, French and Casey (2012) claimed that ssdeep and sdhash have varying capabilities to match malicious binaries. Oliver, Cheng, and Chen (2013) and Azab et al. (2014) emphasized the utilization of tlsh over all competing approaches. The evaluation of Upchurch and Zhou (2015) disproved those results. The application of the techniques on selected sections (i.e., on code sections only) also showed a significant impact (Li et al., 2015). For a more detailed overview of the different publications, their evaluations, and results we refer to Pagani, Dell’Amico, and Balzarotti (2018).

Pagani, Dell’Amico, and Balzarotti (2018) enlightened previous observations with more reproducible results and inferences by the utilization of controlled scenarios. The authors inspected the capabilities of four different fuzzy hashing techniques in the context of binary analysis: ssdeep, sdhash, mrsh-v2 and tlsh. Therefore, the authors introduced three different scenarios for measuring the performance of the four selected candidates. Afterwards, the results have been analysed and insights were given as to why specific schemes tend to fail in specific scenarios.

In summary, tlsh and sdhash outperformed ssdeep (i.e., CTPH-based techniques) in many of the proposed evaluation scenarios. Source code modifications or assembly manipulations have small influences on tlsh and its utilized n-gram frequencies. Varying compiler versions or options have barely any influence on sdhash. Thus, the recommended approaches could vary for different use cases.

Those results match with previous research discussed for non-binary and binary samples by Oliver, Forman, and Cheng (2014). The work evaluated the capabilities of three schemes (i.e., sdhash, ssdeep and tlsh) applied on various types of randomly manipulated data. The authors focused “on situations where the file is deliberately modified by an adversary using randomization as the key component”. Noteworthy

\(^2\)https://www.virustotal.com/ (last access 2021-08-01).
\(^3\)https://www.nist.gov/publications/approximate-matching-definition-and-terminology (last access 2021-08-01).
scenarios are (benign) source code modifications and malicious obfuscations (metamorphism). The application of locality sensitive hashing (e.g., tlsh) showed a better performance and was considered as more difficult to exploit.

**Evaluation Scenarios.** Pagani, Dell’Amico, and Balzarotti (2018) examined the different schemes through the creation of three different scenarios. An overview of the different scenarios can be seen in Figure 2.4. The first scenario *Library Identification* (I) focuses on the task of detecting embedded object files inside a binary. Five small example executables were statically-linked against five popular Linux libraries. All executables are compared against each object file. Denoted as *Object-to-Program Comparison* (I.1), the test was performed for the whole executable (.o) and the .text segment only. The *Impact of Relocation* (I.2) considers relocations performed by the linker or dynamic loader. The .text segments after relocation of library object files are analysed. The original object file, the relocated object file, and the final executable file are compared against each other.

The results of matching object files to statically-linked executables showed advantages for sdhash and for mrsh-v2. Due to many small files tlsh struggles. In the case of ssdeep no single match was found. Again, sdhash showed a stable performance in the case of matching relocated code sections. In two of three comparisons sdhash outperformed tlsh and mrsh-v2. The case of comparing relocated object files with the original object showed advantages for tlsh. Sdeep again always generated zero similarities. The authors note that the relocation changes 10% of the object bytes in total and thus, obviously does break most of the features. They also note that splitting the libraries, linking only a small subset to the executable, discrepancies in the file size and often occurring changes make most of the schemes fail at least once.

The second scenario covers the detection of the same program after *Re-Compilation* (II). First, the *Effect of Compiler Flags* (II.1) was inspected, i.e., the program was compiled with different flags and the same compiler. A process, which heavily influences the final structure of the executable on several levels (i.e., O0, O1, O2, O3, Os). Second, the impact of compiling the same program with *Different Compilers* (II.2) was inspected. The compilation process again causes problems for CTPH to recognize matching binaries. In the case of differing compiler flags ssdeep is again the worst performer. In contrast, sdhash yields similarity scores across all optimization levels.
The authors outline that tlsh showed promising results by accepting a slightly increased false positive rate. For larger files, all the mentioned approaches are outperformed by sdhash. An important observation by the authors is the fact that most of the matches are solely dependent on constant fragments contained in data sections (e.g., .rodata). Only in some cases, where code remains constant across different settings, schemes are able to match code-related sections.

The third scenario covers the evaluation of Program Similarity (III). The scenario consists of three tests which consider adaptations to the underlying code. The test of Small Assembly Differences (III.1) randomly inserts an increasing amount of NOP instructions into a binary (i.e., ssh-client). Moreover, an increasing amount of instructions are swapped. In the case of Minor Source Code Modifications (III.2) the authors suggest the adaptation of the ssh-client application in three different ways: Different Comparison Operator, New Condition and Change a constant value. In the course of Source Code Modifications on Malware (III.3) two real-world malware samples are evaluated. The source of Mirai (Linux) and Grum (Windows) are adapted in three different ways: C&C Domain Adaptation, Evasion and New Functionality.

The insertion or swapping of just ten instructions showed a major impact on the score values of ssdeep, mrsh-v2, and sdhash. Even two simple NOP instructions could cause sddeep scores to drop to zero. The authors discussed three major factors: compiler-optimized paddings between functions, linker-based paddings at the end of sections and the positioning of the instructions. Increasing paddings are additionally causing section shifts and thus, all global references are updated (including jump tables). In contrast, tlsh kept promising high similarity rates, because of its underlying frequency-based nature of n-grams.

SUMMARY. Recent research enlightens the reasons for failure in the case of CTPH-based binary analysis. The authors gave reasons for the fluctuating evaluation results of previous research. Considering the functionality of CTPH (i.e., ssdeep or mrsh-v2) and a reasonable amount of occurring changes, those results are plausible. As we will outline later, the byte-wise extraction of fixed sequences is error-prone. We could conclude that CTPH was doomed in the field of extended binary matching, as the overall target domain implies manifold possibilities of variation. Especially in the field of malware analysis, where code authors have a motivation for obfuscation and modification to evade signature-based analysis, those concepts will struggle. In the case of the different evaluation scenarios we can summarize the main findings of existing research: First, the distinction between data and code is of crucial importance and has an overall impact on the final inferences. Second, even small changes on the (source) code of samples or additional insertions influence the overall binary and code structure in a broad way. This especially has a great impact on CTPH-based approaches. To summarize, sdhash and tlsh clearly outperformed CTPH schemes. Each have their strengths and weaknesses in different disciplines.

RELEVANCE. We consider the task of matching executables or fragments of executables as an important aspect of further applications to the field of memory forensics. Carving segments of executed binaries out of memory not only has to consider the challenges of its application domain, namely physical memory, but also the challenges of malicious or benign differences on a binary level itself. We should additionally underline the relevance of the proposed evaluation binaries and scenarios. We will extend the original evaluation data set with binaries processed by additional modification passes, revealing additional weaknesses in existing schemes. Considering the fact that the x86 instruction set remains Turing-complete, even reduced to
a single instruction, we additionally want to stress the fact that sooner or later all of the considered schemes will reach their boundaries of application (Dolan, 2013).

2.1.3 Database Lookup Problem

Approximate matching (a.k.a. fuzzy hashing or similarity hashing) is a common concept across the digital forensic community to do known file / block identification in order to cope with the large amounts of data. However, due to the fuzzy nature of approximate hashes current approaches suffer from the Database Lookup Problem (Breitinger, Baier, and White, 2014). This problem is based on the decision of whether a given fingerprint is a member of the reference dataset. The general database lookup problem is of complexity $O(n)$ in terms of the number of queries and hence exponential. To address this problem, techniques have been proposed such as multiple Bloom filters, a single large Bloom filter, a Cuckoo Filter or Hierarchical Bloom Filter Tree (Harichandran, Breitinger, and Baggili, 2016; Lillis, Breitinger, and Scanlon, 2017).

Besides the complexity, an investigator has to deal with common blocks which makes the identification of the correct match hard (Garfinkel and McCarrin, 2015). The extraction and correct assignment of a specific data fragment is of crucial importance, i.e., those identified chunks allow the inference of the original source (e.g., a potentially malicious file or a media file). Specifically, different files of the same type or application often share a non-negligible amount of common blocks, e.g., file structure elements in the file header. This leads to multihits. Hence, those blocks or chunks are not suitable for a unique identification of a specific file. To avoid this problem, lookup strategies should consider additional mechanisms to handle common blocks, e.g., by integrating functions of filtration or deduplication. Those requirements influence the applicability of a specific lookup strategy. The consideration of common blocks also influences the results of higher level analysis. An example is Approximate Matching used for the task of identifying similar binaries or detecting shared libraries (Liebler and Breitinger, 2018; Pagani, Dell’Amico, and Balzarotti, 2018).

We introduce three widespread lookup strategies suitable for storing hash-based fragments which have been proposed and are currently utilized in the field of digital forensics.

1. hashdb: In 2015, Garfinkel and McCarrin (2015) introduced Hash-based carving, “a technique for detecting the presence of specific target files on digital media by evaluating the hashes of individual data blocks, rather than the hashes of entire files”. Common blocks were identified as a problem and have to be handled or filtered out, as they are not suitable for identifying a specific file. To handle the sheer amount of digital artefacts and to perform fast and efficient queries, the authors utilized a so-called hashdb. The approach was integrated into the bulk-extractor forensic tool. Both implementations have been made publicly available4.

2. hbft: In the scope of Approximate Matching, probabilistic data structures have been proposed to reduce the amount of needed memory for storing relevant artefacts. Approaches to store artefacts comprise multiple Bloom filters (Breitinger and Baier, 2012b), single Bloom filters (Breitinger and Baggili, 2014) or more exotic Cuckoo filters (Fan et al., 2014; Gupta and Breitinger, 2015). One major problem of probabilistic data structures is the fact of losing the ability to

4https://github.com/simsong/ (last access 2021-08-01).
2.2 BINARY ANALYSIS

In this section we will introduce well-known problems in the field of binary analysis. Problems of relevance for this work, usually considered for the task of reverse engineering an unknown binary are as follows: First the following Subsection 2.2.1 gives a short introduction into the challenge of correctly disassembling x86-64 binaries. Afterwards, we will introduce the problem of reliably differentiating between code and data fragments in Section 2.2.2. Subsequently, we give required insights into the problem of function detection in Section 2.2.3. Research efforts of all of the aforementioned problems rely on the creation of a reliable set of ground truth binaries. In Section 2.2.4 we will introduce different aspects of establishing a reliable set of x86-64 ground truth binaries.

2.2.1 Disassembling x86/x64 Instruction Set

We first give a short introduction to the x86 encoding scheme and the fundamentals of disassembling. Disassemblers are used to transform machine code into a human readable representation. In the field of binary analysis and reverse engineering the demands and requirements of a disassembler engine are clearly identified. With the x86 instruction set, these tools have to deal with variable-length and unaligned instruction encodings. Additionally, executable sections could be interleaved by code and data sequences. As Wartell et al. (2011) already described, this system design

---

5“You Can Do Better than std::unordered_map: New and Recent Improvements to Hash Table Performance” presented by Malte Skarupke at C++Now in 2018; https://probablydance.com/2018/05/28/a-new-fast-hash-table-in-response-to-googles-new-fast-hash-table/ (last access 2021-08-01)
trades simplicity for brevity and speed. In short, the process of disassembly in general is undecidable (Wartell et al., 2011; Andriesse et al., 2016). As can be seen in Figure 2.5, the x86 instructions are defined by sequences of mandatory and non-mandatory bytes. The Reg field of the ModR/M byte is sometimes used as an additional opcode extension field. Prefix bytes could additionally change the overall instruction length. For further details we refer to the Intel Instruction manual6.

Recent research of linear disassemblers has shown the significant underestimation of linear disassembly and the dualism in the stance on disassembly in the literature (Andriesse et al., 2016). A more exotic form are length-disassemblers, which could be understood as a limited subset of linear disassemblers extracting only the lengths of an instruction. Besides the classical linear and recursive disassemblers, Shah (2010) introduced an experimental approach of fast and approximate disassembly. The approach is based on the statistical examination of the most frequent occurred mnemonics. A set of extracted sequences of mnemonics have been used to create a lookup table of predominant bigrams. With the help of this table, a fuzzy 32bit decoding scheme was proposed, which established a decent performance.

SUMMARY AND RELEVANCE. An important aspect of memory forensics is the extraction and analysis of code-related fragments. We further introduce the concept of approximate disassembling in the course of this work: the detection and extraction of sequences of code out of a large amount of unknown data (e.g., a previously acquired memory dump) via approximate interpretation of a processed bytestream. An approximate disassembler should process large amounts of unknown data. This desire clearly is contrary to the goal of classical disassembler engines, where computational performance is often understood as a secondary goal. Thus, we ignore approaches like recursive traversal, as this would implicate an impractical layer of computational overhead. The development and the maintenance process of disassemblers is somewhat cumbersome and tedious. Even the lookup tables of a simple length-disassembler have to be maintained. This should be additionally considered.

2.2.2 Differentiating Code from Data

Several publications presented in the course of binary analysis discuss approaches to differentiate code from data. In 2011, (Wartell et al., 2011) introduced a machine learning-based approach, disassembling and splitting x86 binaries into subsequences of bytes and classifying them as code or data. The approach uses a statistical data compression technique. The classification of the segments is performed with the minimum cross-entropy, identifying transitions between code and data segments. The classification makes use of a language model and different semantic heuristics to reclassify each segment as data or code.

Zwanger, Gerhards-Padilla, and Meier (2014) introduced Codescanner, which can process an arbitrary input and detects code within different filetypes. The approach does not perform any disassembling of the input and uses different x86 constraints. The approach performs steps of data-prefiltering, byte-spectrum analysis, and code-pattern analysis. Several steps of prefiltering are additionally used, e.g., to ignore zero-byte paddings or high-entropy areas. During the byte-spectrum analysis a heuristic approach is used in contrast to a statistical approach, presuming “different semantic groups as being essential to the functionality of code”. The classification step is performed by the “scarcity” of certain (opcode) bytes in code, expressed by a code score ratio specifying the quotient of frequent and rare bytes. In addition, common code patterns are taken into account, e.g., stack frames, function return sequences, and padding bytes.

In 2018, De Nicolao et al. (2018) introduced an approach called ELISA, “a technique to separate code from data and ease the static analysis of executable files”. In addition, the approach performs a step of Instruction Set Architecture (ISA) identification. The approach showed a high accuracy in terms of identifying code sections on a byte-level.

2.2.3 Function Detection Problem

The analysis of unknown binaries often starts with the examination of function boundaries. Functions are a fundamental structure of binaries and most often an initial starting point for advanced code analysis. As an important structural component of code, they give a schematic representation of the original high level semantics and provide a basis for further inferences. Whereas disassemblers are capable of reliably decoding the instructions of a binary, the problem of function detection is still an ongoing field of research. Binary analysis research claims that the problem is not yet fully solved. New techniques tend to improve in performance and generalizability, i.e., by the introduction of compiler- or even architecture-agnostic approaches (Potchik, 2017; Andriesse et al., 2016; Andriesse, Slowinska, and Bos, 2017; Shin, Song, and Moazzezi, 2015; Bao et al., 2014). Functions are used to infer the functionality of a given binary and thus, could be used to identify an unknown sample. In more general terms, two binaries that share many similar functions are likely to be similar as well (Jin et al., 2012). To summarize, functions could be used to identify, distinguish or interpret unknown code sequences.

Besides the field of extended binary analysis, the detection of function boundaries is implicitly relevant for other application domains. However, depicting the correct function detection technique requires considering the present environmental circumstances and constraints, e.g., in the context of memory carving most often only signature-based approaches are applicable. The examination of process-related code fragments is obviously one major benefit of memory-based forensical investigations. After successfully reconstructing the running binary out of a process context,
steps of binary analysis and reverse engineering are applicable (Ligh et al., 2014). The reconstruction could be hindered by malicious or legitimate changes. Additionally, remaining fragments of already terminated processes are possibly ignored, due to missing structural properties. In the case of Linux operating systems the generation of an adequate memory profile could be cumbersome. The continuous development of operating system internals and its related structures require the constant maintenance of interpretive frameworks. Thus, even if the interpretation of operating system related structures is a fundamental component of memory analysis, carving could give a first solid impression or even be a last resort during examination.

In the course of function detection, machine-learning approaches have been proposed, which are trained to recognize signatures located in function prologues or epilogues (Shin, Song, and Moazzezi, 2015; Bao et al., 2014). Static function prologue signature databases have to be maintained over time and the detection performance of those techniques rapidly decreases for highly optimized binaries (Eagle, 2008; Guilfanov, 2012). Machine-learning-based approaches try to generalize this task and automate the process of signature detection. Besides those signature-related approaches, Andriesse, Slowinska, and Bos (2017) introduced a compiler-agnostic approach in the context of extended binary analysis, which is mainly based on structural Control Flow Graphs. Moreover, their research showed significant concern for all top-tier work on machine-learning-based approaches, mainly caused by the usage of a biased dataset.

LINEAR FUNCTION DETECTION. Considering the function identification process in the field of memory carving, the conditions exclude most of the extended and agnostic approaches. Those have been proposed in the field of extended binary analysis and require steps of binary lifting, control flow analysis or value-set analysis. In the course of memory carving, we further denote suitable function detection approaches as linear techniques. Those approaches do not rely on the reconstructability of binaries and could also be used for context-unaware memory analysis.

The enumeration of unknown functions was first established with the generation of signature databases. Signature databases focus on proprietary compilers, as open source compilers create an unmanageable diversity of function prologues (Eagle, 2008; Guilfanov, 2012). Especially in the case of Linux operating systems, a database lookup of saved signatures during carving a memory image would not be feasible. In Bao et al. (2014) a Weighted Prefix Tree (WPT) was introduced to potentially identify function start addresses. Therefore, they “weight vertices in the prefix tree by computing the ratio of true positives to the sum of true and false positives for each sequence” in a reference data set. The authors additionally introduce an additional step of normalization, which improves precision and recall. The authors created a set of 2,200 Linux and Windows binaries. The executables were generated with different build settings, i.e., the authors used GNU gcc, Intel icc and Microsoft Visual Studio. In addition, different optimization levels were selected during build time. Their approach, called Byteweight, was also integrated into the Binary Analysis Platform (BAP).

In Shin, Song, and Moazzezi (2015) the authors provide an approach for function detection based on artificial neural networks. The paper proposes a function detection technique with the help of Recurrent Neural Networks. In contrast to our work, the approach of Shin, Song, and Moazzezi (2015) was performed without an
additional step of disassembling or normalization. The authors point out that the tracking of function calls over large sequences of bytes is not feasible. In fact, recognizing entry and exit patterns by training with fixed-length subsequences is eligible. For training and testing, the work is based on the same data set provided by Bao et al. (2014).

Andriesse, Slowinska, and Bos (2017) claim that the work of Shin, Song, and Moazzezi (2015) and Bao et al. (2014) suffers from significant evaluation bias, as the most of the samples contain large amounts of similar functions. The authors additionally mention that the viability of machine learning for function detection is not yet decided. The publication proposes a compiler-agnostic approach called Nucleus, which is mainly based on the examination of advanced control flow analysis and does not rely on any signature information.

Potchik (2017) introduced the integration of Nucleus in the Binary Ninja Reversing Platform\(^8\) and proposes multiple strategies over multiple analysis passes rather than just relying on heuristics. The author mentions the possible reduction of complexity and scope reduction, by applying the technique with the highest confidence first. Similar to other fields, the approach proposes “a method to interpret the semantics of low-level CPU instructions” by the utilization of value-set analysis. The process of value-set analysis is performed on an extended intermediate language and thus should be architecture agnostic.

**SUMMARY AND RELEVANCE.** As we want to inspect code fragments in large amounts of data within a sliding window, many of the considered approaches are not applicable in our context or at least need to be modified. Thus, we have to consider the linear characteristic of our application, which in turn leads us to a signature-based or machine-learning-based approach like WPT- or RNN-based approaches.

### 2.2.4 Reliable Ground Truth Binaries

In recent publications, different sources of ground truth binaries have been proposed and criticized. In this paragraph we give a short overview of the different sources and outline some details of capacity and source. As we focus on the domain of Linux executable binaries, we formally introduce ELF binaries contained in different test suites. A comprehensive overview of the different test suites is given in Table 2.2 which have been public available\(^9\) at the time of writing.

\(^8\)https://binary.ninja/ (last access 2021-08-01).


<table>
<thead>
<tr>
<th>Source</th>
<th>System</th>
<th>Description (ELF, Linux)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WIN</td>
<td>LIN</td>
</tr>
<tr>
<td>Byteweight</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Nucleus</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CGC Corpus</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2.2: Overview of exiting ground truth and evaluation dataset similar to Potchik (2017).
BACKGROUND AND RELATED WORK

The work of Bao et al. (2014) and Shin, Song, and Moazzezi (2015) are criticized by Andriesse, Slowinska, and Bos (2017) for using a biased data set, with a large amount of overlapping and similar functions. Andriesse et al. (2016) outlined that the average binary in their SPEC-based test suite contains less than 1% of shared functions, not considering bootstrap functions. We base our analysis on the data set introduced by Andriesse et al. (2016) and perform a detailed examination of the function structures in Section 6.1.4.

The Nucleus data set consists of approximately 4.2 GiB precompiled ELF files and its corresponding ground truth assembly structure. The process of data set generation depends on some major parameters: operating system, instruction set architecture, language, compiler, and optimization level. The 521 binaries consist of the SPEC CPU2006 Benchmark Suite and some real-world applications written in C and C++. The samples are compiled for x86 and x64 with five different optimization levels (O0-O3 and Os). The set contains dynamically and statically linked binaries, where some of them are stripped and some are equipped with symbols. For further details on the construction of the ground truth we refer to Andriesse et al. (2016). An overview of the binaries is given in Table 2.3.

<table>
<thead>
<tr>
<th>samples</th>
<th>arch</th>
<th>compiler</th>
<th>language</th>
<th>optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>64</td>
<td>gcc</td>
<td>llvm</td>
<td></td>
</tr>
<tr>
<td>SPEC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>glibc</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>server</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Overview of Nucleus (ELF) ground truth obtained by Andriesse et al. (2016) (gcc-510, llvm-370).

SUMMARY AND RELEVANCE. In the realm of binary analysis, several datasets have been proposed and utilized in recent literature. Besides the size and diversity of proposed ground truth datasets, the quality and usefulness has to be considered as well. Several binary-related properties, like function size or function prologue distribution, should be considered and need to be determined.
In this chapter we provide a comprehensive overview of past research efforts in the field of memory forensics. We therefore categorize different publications by their approximate type of contribution. We will further describe the mentioned categories in detail in Section 3.1 and introduce the raw results of our systematization. Afterwards, we will outline in Section 3.2 different aspects of unstructured analysis by selected publications. In Section 3.3 we will introduce research discussing the applicability of Approximate Matching in the field of memory forensics. Finally, we will define two major research boundaries, which have to be respected in the course of this work in Section 3.4.

3.1 Categories of Systematization

Considering the subfields of research and the ever changing historical relevance, several ways of differentiation are imaginable. We propose a differentiation by eight categories: Analysis Type (AT), Target System (TS), Acquisition (AC), Inconsistencies (IN), Artefact Type (AR), Obstacles (OB), Aspects (AP), and Tool/Framework introduction (FW).

- Analysis Type (AT). We distinguish the approaches by their general core functionality. First, the analysis based on interpretation of structures called Structured Analysis (S). Most tools and frameworks utilize structured analysis, i.e., the software interprets the complex system related structures. In detail, the frameworks deal with different formats of acquisition, the concepts of virtual memory management, the present architecture and the operating system (OS) related structures. Memory profiles are used to close the semantic gap and are required to perform a structural examination. Second, the extraction of artefacts via concepts of Memory Carving or Unstructured Analysis (U). There are also tools for unstructured analysis to extract information out of memory dumps. Those tools are important for different tasks like string or key extraction. Carving memory has the advantage of being more robust against malicious evasion or domain specific deallocations of important structures. In addition, those tasks can achieve a high IO throughput, are well parallelizable and offer a fast access to valuable insights.

- Target System and Platform (TS). Another criteria to differentiate publications is by their considered target, i.e., operating system and platform. In this context, the target systems vary over time, significantly influenced by relevance.
and popularity. The most important operating systems are obviously Windows (W), Linux (L), and Mac OS X (M). In addition, mobile devices received increasing attention due to their rapidly growing popularity and market dominance. We further consider Android (A) and Symbian (S) for mobile memory forensics research.

- **Acquisition Type (AC).** Because of its criticality and importance, much effort was invested in researching and assessing new and existing acquisition methods. A wide variety of acquisition methods have been researched, discussed, and further developed in recent years besides the analysis of Live (L) systems. Basically, we can differentiate a form of acquisition in terms of a software-based (S) or hardware-based (H) technique. Hardware-based techniques include, for example, the use of DMA-based (D) attacks. A technique based on both hardware- and software-based aspects is the acquisition via cold boot (C), which exploits the remanence properties of main memory to extract data from RAM after a reboot. Some techniques require the installation of the acquisition procedure prior to the actual occurrence of an incident. These pre-installed (P) techniques can include both hardware- and software-based procedures. An important form of acquisition and the reliable basis for the development of tools is the acquisition of virtualized system (V). Virtualization-based acquisition methods represent one of the most atomic acquisition methods available. Various features of the operating system perform the copying of special memory areas, for example, in the case of swapping (W) or hibernation (I). Crash dumps (R) and caches (A) introduce other data sources to be considered. Other forms of acquisition can be based on exploiting vulnerabilities (U), memory page tables (T), or the utilization of customized firmware (F). Many of the approaches support the transfer of acquired data over network (N). The relevance and importance, as well as the correctness, of the techniques have been further discussed (D) in a large body of work.

- **Deals with Inconsistencies (IN).** Considering the different sources and methods of acquisition, as well as the volatile nature of working memory, the handling of inconsistencies plays an important role in today’s research. The persistence (P) of artefacts within the memory over the actual time of use has been inspected, trying to answer the question of how long artefacts remain in main memory under different conditions. Inconsistencies caused due to the volatile nature of the main memory and the acquisition of a running target system are often denoted as memory smearing (S). In addition, we consider inconsistencies caused by the swapping of memory fragments (W) or effects caused during the process of hibernation (I). Established concepts of the operating system such as lazy evaluation (L) or newer mechanisms such as memory compression (C) have also been considered. Another important aspect is introduced inconsistencies caused by a selected acquisition method itself, considering the integrity of the acquired dump and the footprint (F) of the respective acquisition method.

- **Artefact Type (AR).** The progress of the research is largely tied to the needs of the analysts, with their enhancements forming the foundation for further implementations. The continuous extraction of new artefacts probably plays one of the most important and obvious roles in differentiating the various works. These artefacts include, for example, (open) files (F), network connections (N), (terminated) processes (P/T), media such as images or videos (V), databases
(D), kernel modules and drivers (K), pool allocations (O), timelines (T), keys and passwords (E), log files (L), communications (C), command history (N), GUI fragments (G), command line arguments (A), clipboard (B), environment variables (E), user sessions (U), browser artefacts (R), handles (H), memory mappings (M), stack artefacts (S), and heap (h).

- **Obstacles (OB).** Besides challenges considered in terms of inconsistencies, researchers and practitioners address other roadblocks caused by malicious intentions or by different system-dependent extensions: anti-memory forensics (A), OS security features (S), OS extensions and kernel extensions (E), profile creation and initialization (P), malicious software (M), DKOM-based obfuscation (D), device-specific challenges (V), and kernel fingerprinting (F).

- **Aspects (AP).** The category of general aspects includes publications about topics like virtualization (V), machine learning (M), user space analysis (U), application analysis (A), visualization (Z), correlation (C), formats (F), jurisdiction (L), ground truth generation (G), de-anonymization (D), and surveys (S). In the course of this thesis, we are especially interested in publications, addressing the applicability of cryptographic hash functions (H) and concepts of fuzzy hashing (Y) in the field of memory forensics.

- **Tool and Frameworks (FW).** The majority of publications are proposed with additional proof of concept implementations (I) and framework extensions. Those extensions (E) could be implemented for existing frameworks like Volatility (V) or Rekall (R).

Table 3.1 is a comprehensive overview of all considered publications (P) and their specific categorization. Beside the mostly peer-reviewed publications, we additionally consider selected talks (T) from relevant and impactful conferences. Awarded publications (A) are additionally highlighted.
TABLE 3.1: Overview of different publications in the field of memory forensics sorted by year of publication and last name of the first author. Columns: Target System (TS), Analysis Type (AT), Acquisition (AC), Inconsistencies (IN), Obstacles (OB), Aspects (AP), Implementation (FW), Artefact (AR).

<table>
<thead>
<tr>
<th>Year</th>
<th>Lead author</th>
<th>Approach</th>
<th>TS</th>
<th>AT</th>
<th>AC</th>
<th>IN</th>
<th>OB</th>
<th>AP</th>
<th>FW</th>
<th>AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>P Carrier Tribble</td>
<td>W</td>
<td>HP</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>T Becher</td>
<td>FireWire</td>
<td>LM</td>
<td>HLP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>A Schuster</td>
<td>PfTfinder</td>
<td>W</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A Petroni Jr</td>
<td>Fakkit</td>
<td>LW</td>
<td>S</td>
<td>HSV</td>
<td>MW</td>
<td>M</td>
<td>P</td>
<td>Z</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>P Walters</td>
<td>Fakkit</td>
<td>W</td>
<td>U</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T Boileau</td>
<td>FireWire</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>P Arasteh</td>
<td>Stack</td>
<td>W</td>
<td>S</td>
<td></td>
<td>AM</td>
<td>U</td>
<td>EMA</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Dolan-Gavitt</td>
<td>VAdWalk</td>
<td>W</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Garcia</td>
<td>Summary</td>
<td>LW</td>
<td>SU</td>
<td>D</td>
<td>MWH</td>
<td>WL</td>
<td>V</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Kornblum</td>
<td>Rootkit</td>
<td>W</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Petroni Jr</td>
<td>Fatkit</td>
<td>LW</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Walters</td>
<td>Fatkit</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>ASD</td>
<td>PNM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T Rutkowska</td>
<td>Northbridge Exploit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>P Case</td>
<td>FACE ramparser</td>
<td>L</td>
<td>US</td>
<td></td>
<td>L</td>
<td>CZ</td>
<td>KPNF</td>
<td>RN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Cohen</td>
<td>PyFlag</td>
<td>L</td>
<td>U</td>
<td></td>
<td>M</td>
<td></td>
<td>A</td>
<td>D</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Cozzie</td>
<td>LAIKA</td>
<td>W</td>
<td>US</td>
<td>AEM</td>
<td></td>
<td>A</td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Enck</td>
<td>Anti CB - MECU</td>
<td>W</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Hargraves</td>
<td>TrueCrypt</td>
<td>W</td>
<td>U</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Kiley</td>
<td>Messenger</td>
<td>W</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Libster</td>
<td>Crash-Ctrl-Scroll</td>
<td>W</td>
<td>S</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Ruff</td>
<td>Overview</td>
<td>W</td>
<td>SU</td>
<td>HLRVS</td>
<td>MF</td>
<td>MFW</td>
<td>AMK</td>
<td>AM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Schuster</td>
<td>Nonpaged pool</td>
<td>W</td>
<td>U</td>
<td></td>
<td>S</td>
<td></td>
<td>M</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Sutherland</td>
<td>Tool Footprint</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Van Baar</td>
<td>Mapped Files</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T McGregor</td>
<td>Anti CB</td>
<td>W</td>
<td>S</td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T Suiche</td>
<td>WIN Hibernation</td>
<td>W</td>
<td>S</td>
<td></td>
<td>I</td>
<td>E</td>
<td>E</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>P Aumaitre</td>
<td>WIN Firewire</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Chan</td>
<td>ForenScope</td>
<td>L</td>
<td>US</td>
<td>AEM</td>
<td></td>
<td>A</td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Dolan-Gavitt</td>
<td>Robust Signatures</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>AEM</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Haldeman</td>
<td>CB - AES/RSA</td>
<td>LWM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Hejazi</td>
<td>Stack</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Heninger</td>
<td>RSA reconstruction</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Makkarma-Moe</td>
<td>Interrogate</td>
<td>W</td>
<td>US</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Simon</td>
<td>Survey - Future</td>
<td>W</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Zhang</td>
<td>KPCR</td>
<td>W</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Zhao</td>
<td>Hexview</td>
<td>W</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>A Okolica</td>
<td>PDB</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Case</td>
<td>Kernel Structures</td>
<td>L</td>
<td>US</td>
<td></td>
<td>PM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Case</td>
<td>KMEM Cache</td>
<td>L</td>
<td>S</td>
<td></td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Muller</td>
<td>Anti CB - AESSE</td>
<td>L</td>
<td>S</td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Okolica</td>
<td>CMAT</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Rehahot</td>
<td>XBox</td>
<td>WE</td>
<td>SU</td>
<td></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Saur</td>
<td>Paging Structures</td>
<td>LW</td>
<td>SU</td>
<td></td>
<td>MKE</td>
<td>V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Simon</td>
<td>Skype</td>
<td>W</td>
<td>SU</td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Stevens</td>
<td>CMD History</td>
<td>W</td>
<td>U</td>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Thing</td>
<td>Memeng</td>
<td>LA</td>
<td>U</td>
<td>SP</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Vidas</td>
<td>Warmboot</td>
<td>W</td>
<td>SU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Witherden</td>
<td>Libforensic1394</td>
<td>LW</td>
<td>U</td>
<td>HD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P Zhang</td>
<td>WIN 7</td>
<td>W</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 3.1 Categories of Systematization

<table>
<thead>
<tr>
<th>Year</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Live vs. image analysis</strong></td>
<td><strong>User Space</strong></td>
<td><strong>Parasite LKM AC</strong></td>
<td><strong>Addict - C</strong></td>
<td><strong>Objective-C Malware</strong></td>
<td><strong>Win7 64bit DTB</strong></td>
<td><strong>BMAC</strong></td>
<td><strong>WSL</strong></td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td><strong>Discussion</strong></td>
<td><strong>Virus Detection</strong></td>
<td><strong>Data</strong></td>
<td><strong>YARA Scanning</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
</tr>
<tr>
<td><strong>Analysis</strong></td>
<td><strong>Live</strong></td>
<td><strong>LKM AC</strong></td>
<td><strong>SMDumper</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
<td><strong>RetroScope</strong></td>
<td><strong>Data</strong></td>
</tr>
<tr>
<td><strong>Type</strong></td>
<td><strong>Image</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
<td><strong>Data</strong></td>
</tr>
<tr>
<td><strong>Presented Data</strong></td>
<td><strong>New Data</strong></td>
<td><strong>New Data</strong></td>
<td><strong>New Data</strong></td>
<td><strong>New Data</strong></td>
<td><strong>New Data</strong></td>
<td><strong>New Data</strong></td>
<td><strong>New Data</strong></td>
</tr>
<tr>
<td><strong>References</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As shown in Table 3.1, an ambitious and broad community has continuously advanced the field of memory forensics. Different aspects, problems, and applications of the field are steadily further developed. Aspects and topics of interests change over time and adopt to current environmental changes, e.g., target-specific updates.

3.2 UNSTRUCTURED ANALYSIS

The community and industry came up with different solutions for the analysis of acquired memory dumps, which can be differentiated into one of two major categories: memory carving (unstructured analysis) or structured analysis. Considering the field of unstructured analysis, several different approaches have been proposed:

MEMORY CARVING. In the beginning of memory forensics, analysts extracted important and meaningful OS-related structures out of the memory dump by the previous identification of robust signatures. In 2006, Schuster presented his tool PTFinder, a tool which utilized different signatures in the header of pool tags to identify those allocations (Schuster, 2006b). The approach has further been extended with a pool scanner for network connections and the researcher formulated foundational rules for pool-carving for Windows operating systems (Schuster, 2006a). In 2008, Hargreaves and Chivers introduced an approach to extract TrueCrypt encryption keys by linear scanning an image. The approach analyses every position within an image and tries to extract possible key structures according to a predefined pattern.

Considering the importance of signature-based analysis, the creation of robust signatures in the case of kernel data structures has been further inspected by Dolan-Gavitt et al. (2009), who presented an automated approach for generating robust signatures of kernel data structures. The researchers created profiles of commonly used fields and analysed their overall impact on the system stability.

Carving has been further discussed in recent years, for example to extract the command prompt history (Stevens and Casey, 2010), network-related artefacts (Beverly, Garfinkel, and Cardwell, 2011), visual content (Saltaformaggio et al., 2015b), Linux kernel versions (Bhatt and Ahmed, 2018; Roussev, Ahmed, and Sires, 2014), and documents (Al-Sharif, Bagci, and Asad, 2018).
APPLICATION OF YARA. The application of a YARA rule as signature-based analysis for the examination of memory was recently discussed by Cohen (2017). The research underlines the idiosyncrasies, pitfalls, and needed adaptations for applying signatures to this domain. The author described a context-aware scanning scheme on the physical address space using the Windows Page Frame Number (PFN) database, which could be used to map each physical page to a corresponding process. By the examination of physical memory dumps, the approach still gains a reasonable performance, which is caused by an optimized IO throughput. Contrary to the application on hard disk images the authors discuss the applicability, expandability, and required adaptations of pattern matching rules in the course of memory analysis.

HASH TEMPLATES. Research proposed in 2008 (Walters, Matheny, and White, 2008) and 2013 (White, Schatz, and Foo, 2013) covered the utilization of cryptographic hash functions to perform code integrity checks, tamper detection, whitelisting, and blacklisting. Existing work addresses the problem of identifying known code by hashing normalized portions of code in memory. A short survey of existing approaches was given by White, Schatz, and Foo (2013). As proposed by Walters, Matheny, and White (2008), offsets of variable code fragments have been used to normalize and hash executables on a page level. A database of hash templates was created which consists of hash values and their corresponding offsets. These hash templates are applied on the physical address space. The comparison between each template and each page lead to a complexity of $O(n \cdot m)$ for a comparison of $n$ templates against $m$ memory pages. Researchers (White, Schatz, and Foo, 2013) extended the approach and tried to improve the naive all-against-all comparison introduced by Walters, Matheny, and White (2008). Therefore, they applied the hashes on virtual memory pages and used structures in memory to identify a process. By identifying a process, the lookup of a corresponding hash template could be performed efficiently. Before creating the hash values, the introduced approaches convert a present executable from disk to its state in memory and normalize it. The conversion of disk-stored image files to a virtual loaded module was accomplished with the help of a virtual Windows PE Loader. The identification of variable offsets by imitating the loading process of an executable seems legitimate. A normalization based on previously disassembling a present sequence of bytes in memory was not mentioned by the authors. A public available Volatility plugin\(^1\) provides a whitelisting similar to White, Schatz, and Foo (2013). The approach performs a lookup on a page level of executables. Therefore, the memory is processed and sent to a hash server. In contrary to White, Schatz, and Foo (2013), the lifting of the code is performed on the server, which creates integrity hashes with the help of the virtual address of the process.

HASH-BASED CARVING. Considering the field of memory forensics and its introduced conditions, we inspected approaches that are related to our task of identifying fragmented code structures. Garfinkel and McCarrin (2015) presented an approach that covers the main considerations and pitfalls of our work in general terms. In contrast to a whole-file hashing, a concept called hash-based carving was introduced, which can identify files that are fragmented, files that are incomplete, or files that have been partially modified. The publication covers similar aspects of

---

\(^1\)https://github.com/VirusTotal/yara (last access 2021-08-01).

\(^2\)https://github.com/K2/Scripting/blob/master/inVteroJitHash.py (last access 2021-08-01).
our work within a general scope. The approach is mainly considered in the field of sector-based volumes and the sliding-window-based extraction is sized to 4 KiB. The overall process is computationally demanding but highly parallelizable. The authors make use of a previously introduced hashdb (Young et al., 2012) and outline their real-world experience by the utilization of hash-based carving. A major contribution of the work is the discussion of classifying blocks and the negative impact of common blocks, which are often shared between different documents. Their work shows the problem of a high false identification rate caused by large amounts of shared blocks within the processed document classes.

3.3 APPLICATION OF (FUZZY) HASHING

Different authors mentioned or questioned the application of Approximate Matching in the course of memory forensics (White, Schatz, and Foo, 2013; Ligh et al., 2014). In the specific case of matching executables on disc to its counterpart loaded in memory, most of the authors doubt the usefulness of cryptographic hash functions on the raw sequences in memory. One major reason are legitimate changes to the code sequences caused by the loading process itself. However, the application of Fuzzy Hashing was considered as possible and relevant for further research. As already introduced, Approximate Matching algorithms can be used to detect similarities among objects, but also to detect embedded objects or fragment of objects (Breitinger and Baier, 2012b; Roussev, Richard III, and Marziale, 2007). Investigators can use it to distinguish between non-relevant and relevant fragments in large sets of suspicious data. In the course of memory forensics this approach would obviously struggle with volatile instruction operands and updated byte-sequences. Current Approximate Matching techniques constantly evolve, e.g., by the integration of better lookup strategies like Cuckoo Filters (Gupta and Breitinger, 2015) and have already found their way into the field of memory forensics. In the following paragraphs, we will shortly introduce considerable examples of application.

PROCESS RELATED HASHING. In 2010, researchers (Ligh et al., 2010) proposed a script (ssdeep_procs) which enumerates running processes on a system, dumps them to hard disk and compares the extracted executables with the help of ssdeep (Kornblum, 2006). The Volatility plugin called impfuzzy applies Fuzzy Hashing on the Import API of PE files to detect malicious changes. In 2018, researchers published a Volatility plugin called ProcessFuzzyHash to compute approximation hash values of processes contained in a Windows memory dump (Rodríguez, Martín-Pérez, and Abadía, 2018).

In 2012, researchers (Gu et al., 2012) presented an approach called OS-Sommelier. The approach was proposed for memory only, precise and efficient cloud guest OS fingerprinting via kernel code hashing. The authors identified two major challenges for this task: (1) differentiate main kernel code from the rest of code and (2) normalize kernel code to deal with variations, e.g., caused through Address Space Layout Randomization (ASLR).

KERNEL FINGERPRINTING. In 2014, Roussev, Ahmed, and Sires discussed the application of Approximate Matching as a content-based method for reliably identifying kernel versions. The researchers utilized SDHASH for the task of kernel fingerprinting. Identifying the correct kernel version is considered as one of the first

\(^3\)https://github.com/JPCERTCC/impfuzzy (last access 2021-08-01).
important steps for establishing deeper inference via structured memory analysis. The researchers discussed the challenges of identifying the correct version for open source operating systems. The proposed approach was considered as more robust than relying only on small signatures, as the generated digests represent the whole content of the kernel image, retrieved from a disk image. The approach was demonstrated across different architectures without the need to parse and contextually interpret the memory dump (Roussev, Ahmed, and Sires, 2014).

3.4 DISTINCTION AND RESEARCH BOUNDARIES

Many approaches shown in Table 3.1 are context-aware and fall into the category of structured analysis. In contrast to the introduced approaches, our approach aims to extend current techniques of unstructured analysis and the creation of new forms of data-driven cross validation and cross verification. Thus, the overall approach should keep several properties of application, defined by the domain of Approximate Matching and memory carving:

1. **Computational Performance.** Our research should keep several criteria of computational performance and should follow properties introduced by different concepts of Approximate Matching. Expressed more informally, proposed approaches and techniques should always be considered for the task of data reduction and bulk data processing.

2. **Structural Independence.** Our research should not rely on any structural interpretation. Thus said, we do not consider any steps of structural analysis. In this research, we already consider steps of virtual-to-physical mapping or the recreation of an existing process context as steps of structural interpretation.
4 APPROXIMATE DISASSEMBLING - APPROXIS

4.1 INTRODUCTION

In this chapter we introduce a technical acquisition (carving) component called appr\textit{o}x\textit{i}s: a lightweight, robust, fast and approximate disassembler as a prerequisite for memory-based Approximate Matching. The goal of appr\textit{o}x\textit{i}s is to build a technical component for usage in digital forensics, however, the technique may also be used in different fields like real-time systems. Its functionality is comparable to a basic length-disassembler approach with additional features.

Our approach is unaware of the full instruction encoding scheme of x86 or x86-64 platforms. By the usage of 4.2 GiB precompiled ELF (Executable and Linking Format) files and its corresponding ground truth assembly structure obtained by Andriesse et al. (2016), we build up a decision tree of byte instructions. Each path of the tree represents the decoding process of a byte sequence into its corresponding instruction length. We use the opcode and mnemonic frequencies to assist the disassembling process and to differentiate between code and non-code byte sequences. The overall goal of appr\textit{o}x\textit{i}s is not to reach the accuracy of professional disassemblers, but to extend the capabilities of a simple length disassembler.

It is important to outline the conditions and the operational field of appr\textit{o}x\textit{i}s, as our approach should not be considered in the well-known domains of binary analysis. Thus, even if the final evaluation of appr\textit{o}x\textit{i}s could seem to be incomplete to the reader, we argue that the extensive introduction of our approach in the field of memory forensics is important to understand the following design decisions. Additionally, it is somewhat negligible and deceptive to compare our approach to other disassemblers. However, our current implementation of appr\textit{o}x\textit{i}s is designed for processing large portions of raw memory dumps, so a straight comparison with other disassemblers is not always valid.

RELATED WORK AND PROJECTS. Recent research of linear disassemblers has shown the significant underestimation of linear disassembly and the dualism in the stance on disassembly in the literature (Wartell et al., 2011). A more exotic form are the so called length-disassemblers, which could be understood as a limited subset of linear disassemblers. A length-disassembler only extracts the lengths of an instruction. Besides the classical linear and recursive disassemblers, Shah (2010) introduced an experimental approach of fast and approximate disassembly. The approach is based on the statistical examination of the most frequent occurred mnemonics. A set of extracted sequences of mnemonics have been used to create a lookup table of
predominant bigrams. With the help of this table, a fuzzy 32bit decoding scheme was proposed, which showed decent results.

The problem of identifying code structures in large sets of binary data could be misleadingly compared with the problem of identifying interleaved data within code sections of a single executable (Wartell et al., 2011). The major goals of our approach are the fast identification and the approximate disassembly of code fragments. For further details and relevant research we refer to Chapter 2.2.

REQUIREMENTS OF APPROXIMATE DISASSEMBLING  In this paragraph we introduce and explain four essential requirements for our research: lightweight, robustness, speed and versatility. These requirements should be understood as superior and long-term goals in the context of applying Approximate Matching to the field of memory forensics. They have to be respected in this research and beyond this work. To be able to better describe the fundamental requirements, we first introduce the central goals of this contribution. As the application of Approximate Matching algorithms to portions of memory seems unfeasible due to an unpredictable representation of code in memory, we suggest a process of normalization after approximate disassembling portions of code in large sets of raw and mixed data. As this work addresses the step of identifying and disassembling code in data, we define four major goals:

1. Detect sequences of code in a vast amount of differently shaped raw data.
2. Extract sequences of instruction-related bytes with little overhead.
3. Make a statement about the confidence of the code detection process.
4. Determine additional information, like the architecture or compiler of the code.

These practical goals describe the purpose of this chapter, where the following requirements describe the bounding conditions to achieve those goals. The defined requirements are discussed by recalling some central properties of the introduced competing approaches and by considering the mentioned goals.

The first requirement, lightweight, aims to reduce the stack of dependencies of the target system with a focus on the instruction set and the loader traces. In contrast to existing approaches, we propose a normalization based on previously disassembling code in different states of an executable. We consider this approach significantly more lightweight than imitating loader traces with the help of a self-constructed virtual loader. A disassembler is therefore less interleaved to record the changes of a memory loader to an image file.

Previous work to detect known fragments of code (e.g., the approach introduced by White, Schatz, and Foo, 2013) relies on the correct identification of a running process. This offers new degrees of bypassing and obfuscation to the malware author. Our second requirement, robustness, means to identify a code fragment without process structures and thus being more robust against obfuscation compared to competing approaches.

Our third requirement is speed, which is a central requirement adopted from the field of Approximate Matching. In our current stage of research the detection and extraction of code from a vast amount of data has to be done with good computational performance. As we are interested in an approximate disassembler, we consider computational performance more important than accuracy of the disassembled code. However, the degree of disassembling should enable further normalization or the reduction of code representation.
A versatile approach is desirable; one which is not dependent on an a-priori knowledge of the architecture of the target system (i.e. x86/x64). The requirement versatility means that the disassembler works reliably for different target architectures.

**Mnemonic Frequency Analysis.** We analyzed the opcode and mnemonic distribution of a set of ELF binaries, namely a dataset containing 521 different binaries obtained by Andriesse et al. (2016). As we focus on the acquisition of byte sequences which rely on code only, we extracted the `.text` section of each binary file. It should be mentioned that the following Most Frequent Occurred (MFO) distribution analyses is nothing new (Bilar, 2006; Shah, 2010). However, existing distribution analysis of mnemonics often rely on malware, which could be biased. We used the ground truth of assemblies to determine the distribution of mnemonics and extracted the bigrams of mnemonics (see Table 4.1). We divided the set of assemblies by its architecture and determined the total amount of unigrams and bigrams. The column of distinct values describes the set of all occurring mnemonics. The columns max and mean describe the assignment of the total amount of instructions to each distinct unigram or bigram. For example, the most frequently occurring mnemonic in the case of 32bit binaries represents 33.25% of all instructions.

The frequency of occurrence of all bigrams are extracted. The probability $p$ of each bigram is saved as logarithmic odds (logit). We further denote the absolute values of logits as $\lambda$ in Equation (4.1). Similar to Shah (2010) we want to avoid computational underflow by multiplication of probabilities.

\[
\lambda = |\ln \frac{p}{1-p}|
\]  

(4.1)

**Byte Tree Analysis.** The former paragraph revisits the frequencies of most frequently occurring mnemonics. In a next step we analyze the byte frequencies on an instruction base. We have to deal with a vast amount of overlapping byte sequences and non-relevant operand information. To refine our demands, the overall goal of approxis is not to establish a high-accuracy disassembler, but to identify instruction offsets and a predominant mnemonic. We extract all bytes of an instruction and insert them in a database structured as a tree. Each node of the tree represents a byte and stores a reference to all its corresponding children, the subsequent instruction bytes (see Figure 4.1).

As an example we inspect the byte sequence `488d` and its subsequent bytes after inserting our ground truth into the tree. In Figure 4.2 we can see the complete output of a single node. We should mention that the amount of the child nodes was shortened for better representation. We also save auxiliary information like the amount of counted bytes for a current node (line 2), the counts of different occurring instruction lengths (line 4), and the counts of all corresponding mnemonics (line 5). Each node maintains different formats and could possibly lead to redundant information. This structure represents an intermediate state needed for the following steps of data analysis, post processing, and tree reduction.

<table>
<thead>
<tr>
<th></th>
<th>32bit (200 files)</th>
<th></th>
<th>64bit (321 files)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>total distinct</td>
<td>max</td>
<td>mean</td>
</tr>
<tr>
<td>unigrams</td>
<td>35.232k 322</td>
<td>11.714k</td>
<td>1531</td>
</tr>
<tr>
<td>bigrams</td>
<td>35.232k 11632</td>
<td>5.889k</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 4.1: Overview of unigram and bigram mnemonic counts.
Input instructions:

push 41 55
push 41 55
mov 48 89 f3
sub 48 81 ec
lea 48 8d
mov 64 48 8b

Figure 4.1: Oversimplified approxis bytetree example after inserting several instructions.

After inserting the ground truth into the tree we perform an additional step of reduction. Every node which represents a single length and a single mnemonic was transformed into a leaf node. Therefore we cropped all subsequent child nodes of the current node, which does not affect the instruction mnemonic. The reduced shape of the tree is highlighted in black in Figure 4.1. The impact of reduction can be seen in Table 4.2.

4.2 Dispatcher Approach

The observations of the preceding section lead to the deduction of our approach, which is based on the introduced bytetree and mnemonic frequency analysis.

DISASSEMBLING. We argue that length-disassemblers could be assumed to be very fast and lightweight. However, even a simple length-disassembler needs to respect a lot of basic operations and needs to be maintained for different target architectures. The disassembler library distorm\(^1\) is based on a trie structure and conceptional similar to our approach. It outperforms other disassemblers with its instruction lookup complexity of $O(1)$. However, the engine still respects instruction sets on a bit granularity and performs a detailed decoding. As we value computational speed more important than accuracy, approxis will stay on a byte granularity level. We consult the previously gained learnings of the mnemonic analysis to improve our process of length disassembling. It should be clear and fair to mention

\(^1\)https://github.com/gdabah/distorm (last access 2021-08-01).

<table>
<thead>
<tr>
<th>platform</th>
<th>input bytes</th>
<th>original tree</th>
<th>reduced tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nodes</td>
<td>height</td>
<td>size</td>
</tr>
<tr>
<td>64bit</td>
<td>253.535.572</td>
<td>12.773.078</td>
<td>445M</td>
</tr>
<tr>
<td>32bit</td>
<td>123.221.439</td>
<td>5.871.232</td>
<td>206M</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of original and reduced bytetree.
Decoding | Length Disas. | Approximate Disas. | Linear Sweep | Recursive Traversal
--- | --- | --- | --- | ---
Full | ✗ | ✗ | ✓ | ✓
Mnemonic | ✗ | ✓ | ✓ | ✓
Length | ✓ | ✓ | ✓ | ✗
Linearity | ✓ | ✓ | ✓ | ✗
CodeDetection | - | ✓ | - | -
Interpretation | Bit | Byte | Bit | Bit

Table 4.3: Simplified comparison of capabilities of an approximate disassembler compared to other classes of disassemblers.

...that existing disassemblers are not designed for our field of application. Processing a large amount of raw data is outside of the scope of classical disassemblers. As existing length-disassembler engines reduce the amount of required decoding mechanisms to a minimum, we introduce an approach to resolve a corresponding mnemonic without respecting any provided opcode maps. Hence, comparing the computational speed of approxis with other disassemblers seems less meaningful. In Table 4.3 an overview and comparison of the considered classes of disassemblers is given.

**Bytetree Dispatching.** To address the introduced requirement lightweight (see Section 4.1), approxis does not depend on the integration of a specific disassembler engine. The process of disassembling is mainly realized with the already introduced bytetree. We implemented our first prototype of approxis in the language C and used a reduced bytetree to generate cascades of switch statements. These statements are used to sequentially process the input instructions and to perform the translation into a corresponding length and mnemonic. The information of the bytetree nodes have been reduced to a minimum core. We only store the amount of counted visited bytes per node and the lengths. Nodes with more than one mnemonic are reduced to a single representative, which is the predominant and most counted mnemonic of the specific node.

The performance of the bytetree was evaluated by a set of 1318 64bit binaries. The disassemblies obtained by the bytetree have been compared to the disassemblies obtained by objdump. Determining the correct offsets is important to build a solid foundation for further normalization. Thus, it is important to measure the amount of correctly disassembled instruction offsets compared to the set of true instruction offsets. We disassembled all binaries of an Ubuntu LTS 16.04 x86_64 and extracted the .text sections. The determined instruction offsets by objdump build our ground truth of relevant offsets $\theta_{rt}$. We measured the performance of our bytetree disassembler by verifying all retrieved offsets $\theta_{rt}$ against our set of relevant offsets. An overview of fairly good performance is shown in Table 4.4 (row bt-dis). We denote the performance in values of precision and recall, where

$$\text{precision} = \frac{|\{\theta_{rt}\} \cap \{\theta_{rl}\}|}{|\{\theta_{rl}\}|} \quad \text{and} \quad \text{recall} = \frac{|\{\theta_{rt}\} \cap \{\theta_{rl}\}|}{|\{\theta_{rt}\}|}.$$  

We examined the binary with the lowest precision (i.e., xvminitopmm with 84.40%), which converts a XV thumbnail picture to PPM. Extracting a bunch of false positives underlines our assumption: even with a reliable vast amount of ground truth files,
the integration of all instructions is impossible. In case of `xaminittoppm` a lot of over-
long Multi Media Extension (MMX) instructions are implemented, which are not
present in the bytetree.

**ASSISTED LENGTH DISASSEMBLING.** Dispatching a binary stream with un-
known instruction bytes could lead to ambiguous decision paths within the byte-
tree. Namely, an unknown sequence of input bytes would lead to an exit of the tree
structure at a non-leaf node, with multiple remaining lengths and mnemonics. An
example in Figure 4.3 could not be clearly disassembled with the tree from Figure
4.1. To detect those outliers and to extend approxis with other features, we integrate
our results from Section 4.1. In detail, we use the logarithmic odds of mnemonic
bigrams to assist the process of disassembling and to identify reasonable instruction
lengths, which could not be resolved by the bytetree itself. As Shah (2010) proposed
a disassembler based on a set of logarithmic odds only, we argue that the decent
performance of this approach is not sufficient.

As the process of bytetree-based disassembling is straightforward, the integra-
tion of the absolute logit value $\lambda$ has not yet been described. We consider $\lambda$ as a
value of confidence if two disassembled and subsequent instructions are plausible or
not. So it is more likely that a sequence of instructions is in fact meaningful as long
as $\lambda$ remains small. In contrast, a high value of $\lambda$ illustrates two subsequent in-
structions, which are not common at all. We limit the range of the absolute logit $\lambda$,
where $0 \leq \lambda \leq 100$. This value of confidence could be used differently to cope with
the goals and requirements in Section 4.1. We first focus on assisting our process of
disassembling by resolving plausible instruction lengths. To summarize, we use $\lambda$
to determine the most plausible offset of a byte sequence, which is not known by
our bytetree. The following steps describe the process of assisted disassembling in
detail:

1. We use a table of confidence values $\lambda_i$ to evaluate the transition between two
   instruction sequences denoted by its mnemonic. If a lookup of a subsequent
   mnemonic pair fails, the action gets penalized with an exorbitantly high value.
   Every retrieved $\lambda_i$ has to be under a selected threshold $\tau$. We repeat the dis-
   assembling with all stored length values of a current node until an offset falls
   below the threshold. If none of the length values returns a $\lambda_i$ under the thresh-
   old $\tau$, we select the most common length of the current node.

2. All byte sequences with an unknown byte at offset zero, i.e. a byte which is
   not present in the first level of the bytetree, are penalized by the system, since
   bytes, which are not present on the first level of the bytetree after processing a
   fairly large amount of ground truth files, are expected to be not common.

3. A simple running length counter keeps track of subsequently repeating confi-
   dence values, as these indicate a significant lack of variance, often occurring in
   large fragments of zero byte sequences or random padding sequences. These
   non-relevant byte sequences are additionally penalized.
Figure 4.3 illustrates the process of offset determination. We repeated the process of disassembling the set of 1318 64bit ELF binaries with assisted length-disassembling. The obtained results in Table 4.4 (row \texttt{bta-dis}) show an improvement in the case of precision.

**Code and Architecture Detection.** Besides supporting the process of determining unknown instruction offsets during disassembling, we use the value of confidence to realize two goals: detect code sequences in data and discriminate the architecture of code.

**Code Detection.** The current implementation of approxis could differ between code and non-code fragments in unknown sequences of bytes. A value of confidence $\lambda_i$ is determined for two subsequent instructions to enhance the disassembling process. We use a sliding window approach to consider those values over sequences of subsequent instructions. More formally, we define a *windowed confidence value* $\omega_x$ in Equation (4.2) as the average of all $\lambda_i$ within a sliding window, with a predefined size $n + 1$ at offset $x$. Penalized values overwrite a local value $\lambda_i$ and thus influence $\omega_x$. The value of $\omega$ should be interpreted as a value of confidence over time. A rising value $\omega$ underlines the presence of large data fragments. A short rising peak of $\lambda$ indicates the presence of short and interleaved data. A mid-ranged value of $\omega$ indicates the loose presence of instructions or the presence of non-common instructions.

$$\omega_x = \frac{\sum_{i=x}^{n+x} \lambda_i}{n}$$ (4.2)

**Architecture Detection.** We created a bytetree and a lookup table of $\lambda_i$ for each architecture of our ground truth. Thus, switching the mode of operation could be realized by simply changing the references of the used bytetree and lookup-table. Mid-ranged values of $\omega$ could indicate uncommon sequences of instructions, which we will show later. Large sections of mid-range $\omega$ values could also indicate the presence of alternative architectures. We will demonstrate that these variances are significant for different architectures. Sections of code are normally within a range from 1 (high confidence) to 17 (low confidence).

### 4.3 Assessment

In this section we evaluate approxis in different fields of application. These assessments focus on the detection of code in different areas of application. We evaluate our approach in different fields of application. First, we show the promising disassembling accuracy of approxis compared to \texttt{objdump}, a widely distributed and often used linear disassembler. Second, our approach is able to distinguish between code and data. Third, we demonstrate the capabilities to identify interleaved segments of code within large sets of raw binary data. Our current implementation introduces
The following evaluation addresses our defined requirement of **robustness**. To evaluate the code detection performance in the field of binary analysis, we first examined a randomly selected ELF binary. The result in Figure 4.4 illustrates the capabilities of approxis to differentiate code from data. Figure 4.4-a shows the initial reduction of confidence by the header. Figure 4.4-b shows that the .text section is clearly distinguishable and introduced by the .plt section, which is not filled with common sequences of instructions.

We extracted from a set of 792 ELF binaries the file offsets of different sections with the help of objdump. The offsets \( \theta \) of the sections .plt, .text and .data define points of transition between code and data in each file. To evaluate the code detection performance we inspected the average local value of confidence \( \lambda_i \) for \( \kappa + 1 \) preceding and \( \kappa + 1 \) subsequent instructions at an offset \( \theta \). A transition \( \tau_d \) from code to data or \( \tau_c \) from data to code at offset \( \theta \) is recognized by approxis, if the average local confidence differs by a threshold \( \delta \) (see Equation (4.3)). In the case of transitions between .plt and .text we lowered the threshold from \( \delta = 30 \) to \( \delta = 5 \). The ratio of all correctly registered transitions is shown in Table 4.5.

\[
\tau_c = \tau_d = \begin{cases} 
1, & \text{if } \frac{\sum_{i=\theta-\kappa}^{\theta} \lambda_i}{\kappa} - \frac{\sum_{i=\theta}^{\theta+\kappa} \lambda_i}{\kappa} > \delta \\
0, & \text{otherwise}
\end{cases} \tag{4.3}
\]

### Table 4.5: Ratio of correctly detected transitions.

<table>
<thead>
<tr>
<th>arch</th>
<th>#files</th>
<th>#transition</th>
<th>detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>x86-64</td>
<td>400</td>
<td>1200</td>
<td>99 %</td>
</tr>
<tr>
<td>x86</td>
<td>392</td>
<td>1176</td>
<td>92 %</td>
</tr>
</tbody>
</table>

The possibility of determining the architecture of code during the process of disassembling. Finally, we demonstrate the computational performance of approxis by the application on a raw memory image.

#### 4.3.1 Code Detection

The following evaluation addresses our defined requirement of **robustness**. To evaluate the code detection performance in the field of binary analysis, we first examined a randomly selected ELF binary. The result in Figure 4.4 illustrates the capabilities of approxis to differentiate code from data. Figure 4.4-a shows the initial reduction of confidence by the header. Figure 4.4-b shows that the .text section is clearly distinguishable and introduced by the .plt section, which is not filled with common sequences of instructions.

We extracted from a set of 792 ELF binaries the file offsets of different sections with the help of objdump. The offsets \( \theta \) of the sections .plt, .text and .data define points of transition between code and data in each file. To evaluate the code detection performance we inspected the average local value of confidence \( \lambda_i \) for \( \kappa + 1 \) preceding and \( \kappa + 1 \) subsequent instructions at an offset \( \theta \). A transition \( \tau_d \) from code to data or \( \tau_c \) from data to code at offset \( \theta \) is recognized by approxis, if the average local confidence differs by a threshold \( \delta \) (see Equation (4.3)). In the case of transitions between .plt and .text we lowered the threshold from \( \delta = 30 \) to \( \delta = 5 \). The ratio of all correctly registered transitions is shown in Table 4.5.

\[
\tau_c = \tau_d = \begin{cases} 
1, & \text{if } \frac{\sum_{i=\theta-\kappa}^{\theta} \lambda_i}{\kappa} - \frac{\sum_{i=\theta}^{\theta+\kappa} \lambda_i}{\kappa} > \delta \\
0, & \text{otherwise}
\end{cases} \tag{4.3}
\]

#### 4.3.2 Architecture Detection

The following evaluation addresses our defined requirement of **versatility**. To illustrate the detection process of approxis for code fragments of different types, an image with random bytes was generated. Within the random byte sequences we inserted several non-overlapping binaries at predefined offsets. In detail, we inserted a 32-bit (i.e., ELF 64-bit LSB, dynam. linked, stripped) and a 64-bit (i.e., ELF 32-bit LSB, dynam. linked, stripped) version of four different binaries: `wget`, `curl`, `info`
and cut. As already mentioned approxis currently relies on two different byteterms and mnemonic lookup-tables. By applying both versions on our pathological image, we visualize the changing values of confidence (see Figure 4.5-a / 4.5-b). As shown, the implementation is able to differentiate and align the embedded binary blobs within the image. Sections containing executable code, i.e., instruction byte patterns, are visualized blue.

Similar to the analysis of data and code transitions, we examined the architecture discrimination with the help of 400 randomly selected ELF binaries for each architecture. We extracted the .text section of each binary and disassembled them with approxis in 64bit and 32bit mode. We determined the average of all $\omega_x$ for the whole .text section of each binary, denoted as $\bar{\omega}$. The distribution of $\bar{\omega}$ for each binary is illustrated in Figure 4.6 and outlines the capabilities of approxis to discriminate a present architecture.

### 4.3.3 Computational Performance

The following evaluation addresses our defined requirement of speed. The execution time of approxis was tested on a machine with an Intel(R) Core(TM) i5-3570K CPU @ 3.40GHz with 16 GiB DDR3 RAM (1333 MHz) and 6 MiB L3 cache. The implementation was done in C and compiled with optimization set to -O3. As we focus on a possible integration in existing Approximate Matching techniques, we only measured the computation time of the disassembling process and ignored the loading process to memory. It should be mentioned that the current prototype does not focus on performance optimization or parallelization. We created three images with a size of 2 GiB each to evaluate the runtime performance. As we already mentioned in Section 4.2, the comparison of approxis with other disassemblers is somewhat misleading. As approxis extends the capabilities of length-disassemblers, but is not able to completely decode x86 instructions, the comparison of those disassemblers should not be understood as a comparison with competing approaches. We applied
4.4 DISCUSSION

In this chapter, we demonstrated a first approach to detect, discriminate and approximate disassemble code fragments within a vast amount of data. In contrast to previous work, approxis revisits the analysis of raw memory with less prerequisites and dependencies. Our approach is a first step to fill the gap between state of the art high level memory examination (e.g., by the usage of volatility) and methods of data reduction similar to those in disk forensics. Our results show the capabilities of approxis to differentiate between code and data during the process of disassembling. By maintaining a value of confidence throughout the process of disassembling, we can reliably distinguish between different architectures and switch the used bytetree to obtain a better degree of accuracy. The current implementation also shows a good computational speed.

In Chapter 5 we will further discuss the integration of approxis into an existing Approximate Matching scheme.

<table>
<thead>
<tr>
<th>Execution time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>approxis</td>
<td>disassembler mode</td>
</tr>
<tr>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>29.084s</td>
<td>21.936s</td>
</tr>
<tr>
<td>1m20.770s</td>
<td>1m7.772s</td>
</tr>
<tr>
<td>Concatenated set of 64bit binaries from /usr/bin</td>
<td></td>
</tr>
<tr>
<td>27.859s</td>
<td>31.918s</td>
</tr>
<tr>
<td>1m43.999s</td>
<td>1m43.046s</td>
</tr>
<tr>
<td>Raw memory dump acquired with LIAME</td>
<td></td>
</tr>
<tr>
<td>1m15.521s</td>
<td>1m44.990s</td>
</tr>
<tr>
<td>1m58.278s</td>
<td>1m56.192s</td>
</tr>
<tr>
<td>Random sequences of bytes generated with /dev/urandom</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 4.6: Execution time of approxis and distorm with different input data.
In this chapter we present a novel approach that allows detecting similarities between software stored on hard drives and loaded as modules into memory (Linux only). As presented in the previous chapter, we rely on approxis (Liebler and Baier, 2017), an approximate disassembler for performing carving of code-related structures. To compare the content of the dumps with the content of hard drives, we borrowed concepts from a subdomain of digital forensics called Approximate Matching. In a nutshell, these algorithms can be used to find similarities between different digital objects (e.g., compare the similarity between two text documents). We consider our approach as robust for memory-based carving of code-related fragments, as our implementation relies on the possibility of scattered code structures itself. Thus, our approach does not depend on critical system-related structures, the manual adaptation of signatures or the specification of any alignment properties. Using Approximate Matching for memory forensics is not new and was already discussed where most researchers questioned the applicability and runtime efficiency of those algorithms (Cohen, 2017; White, Schatz, and Foo, 2013; Ligh et al., 2014). We discuss the application of Approximate Matching in the scope of memory carving and release a prototype implementation which shows good computational performance. To the best of our knowledge, this is the first usable implementation of an Approximate Matching technique, which integrates an additional step of code carving to this degree.

In this chapter we will discuss multiple contributions.

- We interface Approximate Matching with an additional layer of approximate disassembling to process physical memory which is accomplished by integrating approxis into mrsh-net.
- We demonstrate the capabilities of our approach to identify code structures in large amounts of raw data by the extraction of allocable code sections from different resources (e.g., online repositories or hard disk images).
- We demonstrate an acceptable runtime performance for processing memory dumps with a reasonable and realistic size.
- Besides our prototype implementation, we demonstrate a first application to identify kernel structures in memory, i.e., we profile the current running Kernel version inside a previously acquired raw memory dump.
• Lastly, we show the detection of code fragments of a running process in user memory space.

As previously mentioned, this chapter presents mrsh-mem which is a combination of approxis and the Approximate Matching algorithm mrsh-net. The main goal is the possible comparison of memory images and hard-drive content, e.g., applications installed on the system and currently executed in memory. This will allow investigators to profile parts of the memory dump (whitelisting) or detect suspicious code patterns inside the memory dump (blacklisting). The proposed approach therefore enables the performance of robust unstructured analysis of a memory dump. A strongly generalized overview of our use case is shown in Figure 5.1. The left-hand side outlines the already existing Approximate Matching techniques. The opposite side is the content of this chapter, i.e., how to modify / normalize a memory image so that we can generate a fingerprint / memory digest which then can be compared against a traditional Approximate Matching fingerprint.

**DOMAIN-SPECIFIC CONSIDERATIONS.** Before discussing our approach, we highlight some considerations which impacted our design decisions. With respect to concepts of Virtual Memory Management, Approximate Matching and approximate disassembling, the following listing concludes some considerations, which have to be respected for processing raw physical memory:

- **Mappings of virtually contiguous regions do not have to be physically contiguous.** The fact that pages of a specific context do not have to be allocated contiguously in memory is an important issue for the overall concept of transferring Approximate Matching to the field of memory forensics. Found features should be considered in a page-sized scope. This should lead to future research and concepts of composing separated page sizes.

- **The page size can vary for different architectures and pages are aligned to its page size in memory.** We expect the page size to be at least 4 KB which is the most common page size. This is important when selecting the block size $b$ as it should be smaller than the page size. Explanation: a large $b$ will reduce the amount of chunks within a page boundary of a physical memory dump. Considering non-contiguous physical pages, this could lead to producing features that frequently overlap with adjacent pages (all details about $b$ are discussed in Section 5.2.2).

- **Pages could be shared between processes, thus a physical page could refer to multiple virtual pages but not the other way round.** The concept is also called **Shared Memory.** This concept outlines, that virtual to physical mapping is actually not a one-to-one mapping. Especially in the case of shared libraries,
it should be clear that those matches could not actually resolve a specific sample. This problem overlaps with the problem of handling common blocks, already introduced in the case of general Approximate Matching challenges and different database lookup strategies.

- Each process context uses its own virtual mapping. We are not able to actually resolve the physical offset of a virtual address without translation or the analysis of system related structures. Our overall approach of processing is context unaware. Thus, we are not able to actually resolve a virtual reference. It should be clear that examination on a higher level, e.g. the usage of recursive traversal or control flow graph analysis, are not applicable in a context-unaware scenario.

- Not all requested pages of a process are allocated immediately. The concept is also called Lazy Allocation. In contrast to traditional hard drive forensics, the looked-up data sample has not to be present in RAM completely during acquisition. We should consider this fact during examination of found chunks inside a target image.

- In case of high memory usage, the kernel is able to swap content to hard disk, which is denoted as Swapping. Similar to Lazy Allocations, this concept should raise our awareness, that we should not expect a sample (i.e. in the case of loaded executables) which is fully loaded to memory at the time of acquisition.

- We expect systems with 8 GB RAM to represent a reasonable upper limit for current consumer PC systems. Similar to previous publications, which have determined the required Bloom filter size for their field of application, we should determine the maximum required size for storing memory dumps. Even if it is common that most of the acquired memory should be initialized with zero byte paddings, we assume this value as the possible upper limit, in case the acquired memory is well populated.

- Executables are changed during the process of loading to memory. Code on a hard disk differs from its representation in memory. Legitimate changes to code would obviously cause the original fuzzy hashing techniques to fail. The PRF and CHF would possibly interpret even legitimate updates to the code structures. The possible pitfalls of applying traditional fuzzy hashes are twofold. First, the process of chunk extraction could be disturbed, as the PRF could trigger at different offsets. Second, the hash value of a extracted chunk could differ, as the CHF works on a byte-level of not normalized code fragments.

In the following we will describe how we combined approxis with Approximate Matching. The workflow of data decoding and examination is depicted in Figure 5.2 and can be described as a multi-layered process. Note, even though the figure shows a clear separation between different steps, most of them are strongly interleaved and therefore it is hard to visualize the exact flow. A description of the steps depicted in the figure is given in the following (step one and two are nearly unmodified steps presented by Liebler and Baier, 2017):
The raw bytes from the memory are disassembled using approxis which will return the mnemonic as well as the length of the instruction. The decoded mnemonic is especially important for further proceedings as the process of chunk extraction and chunk hashing.

Using the confidence score $\lambda$ produced by approxis and the concept of a simple running length counter allows differentiation between code and data. The running length counter counts repeating mnemonics, e.g., a nop-slide, which should not be considered. Note, for our approach we will focus on code and neglect data.

Having the approximate disassembled code, we now identify the chunk boundaries based on the mnemonics. Therefore, we utilize a sliding window approach on the mnemonics (precisely, the rolling hash runs over a C-buffer that contains the byte representations of the mnemonics). All details are provided in Sec. 5.2.1.

After identifying all chunks, an additional filter is applied to remove irrelevant chunks. To identify relevant chunks, we utilize the confidence score. For instance, the first three entries from chunk one (indicated by $C_1$) have a high confidence score (64, 64, 63), therefore we consider this chunk as not relevant (indicated by '[0]').

Lastly, the relevant chunks (indicated by '[1]') will be hashed and stored into a database. While this example focused on creating a chunk-hash based on the mnemonic buffer, we can utilize other buffers as well for further comparisons, e.g., the raw byte buffer.

### 5.2.1 Implementation Details

The previous section outlined a high level perspective of the procedure whereas this section provides specific details about our concept. As mentioned, we are using a
FIGURE 5.3: Example of the overall processing pass with different buffers of the raw buffer (by), the buffer of decoded offsets (ro) and the decoded mnemonics (mn). The current decoded offset is denoted with ⋆ and shifted by the amount ro after each step.

multi-layered process which is reflected by the usage of multiple buffers. Most of the working buffers are limited in their size and thus, have to be swapped during processing (i.e. buf_lo, buf_ro, buf_pe, buf_mn). We skip the details of the buffer swapping for simplicity, but recommend not considering the implementation as multiple circular buffers. For the prototype (and hence for the runtime performance evaluation) we expect that the input stream (i.e. buf_by) can be stored in memory completely. For a better understanding of the overall processing and the usage of the mentioned buffers, we explain the procedure based on a comprehensive example in the following paragraph.

Figure 5.3 gives an example of how the different buffers are utilized. The example shows ten steps of processing, where in each step an instruction is decoded from the byte buffer by (buf_by) at the highlighted offset (*). The decoded instruction length and a corresponding mnemonic are saved into separate buffers after each offset in ro (buf_ro) and mn (buf_mn), respectively. Thus, the current buffers steadily increase with each decoded offset. For instance, in step 1, the first seven bytes in the byte buffer are 0xe8 00 00 00 00 83 2d. The disassembler decodes the first five bytes to the mnemonic 114, which represents a call instruction. The pointer moves to the next offset and repeats the decoding process similar to the first row. Thus, in step 2, the next byte sequence 0x83 2d 00 00 00 00 01 gets decoded to the mnemonic 91. Besides the mnemonic, we again store the corresponding length of the instruction seven in the buffer ro. In the third row, we can see that the previous pointer was increased by seven and the process repeats with the decoded instruction bytes 0x74 02.

Once the mnemonics are decoded, they are ‘added’ to our sliding window, e.g., in step 1 the mnemonic 114 is the first entry of the rolling hash. Given that the rolling hash has a length of seven, the last seven mnemonics serve as input for the
PRF. As the amount of mnemonic representatives is larger than $2^8$, the hash value is calculated over a sequence of integers, which stores the mnemonic representatives decoded by approxis. As soon as the PRF determines a chunk boundary (see the output of the PRF in steps 5 and 8 of Figure 5.3), the decoded instructions (buf_mn) are hashed using the chunk hash function (CHF) FNV-1a (Fowler et al., 2011). The hash value is then stored into the Bloom filter, where the hash value is separated into $k = 6$ sub-hashes and each sets a bit of the Bloom filter. The procedure is identical to the original mrsh approach. In Figure 5.3, we represent the hash values by a shortened representation in the last column denoted as BF. The buffers by and ro are cleared out after each chunk extraction (see steps 6 and 9 in Figure 5.3), where the sliding window of the applied PRF keeps the buffer of the last seven mnemonics for the next decoding pass.

To filter code related chunks and to reduce the overall amount of Bloom filter inserts, we utilize the introduced value of confidence for consecutive instructions (see Chapter 4). Therefore, chunks are inserted into a Bloom filter as soon as they fulfill two properties. First, the chunk size has to contain at least ten consecutive instructions. Second, the overall amount of considerable meaningful mnemonic bigrams has to be at least 30% for a current chunk.

Hashing the decoded byte sequences (buf_mn) will, for example, neglect all byte sequences which represent operand information within an instruction. More importantly, different opcodes on a byte level can be mapped to the same mnemonic representative. Besides hashing the decoded instructions, one could also hash the other buffers. In this prototype, we actually propose the hashing of two buffers, the decoded buffer of representatives (buf_mn) and the original input buffer (buf_by). This empowers an investigator to detect similar instruction sequences and inspect possible deviations on a byte level.

We summarize two central adaptations to the original mrsh and approxis implementation. In contrast to previous bytewise Approximate Matching approaches, the chunk boundaries are defined with the help of the decoded byte sequences, not the byte sequences themselves. Additionally, the code detection is not performed within a fixed-sized sliding window.

5.2.2 Configurable Parameters

An overview of the important configurable parameters is given in the following subsection. We additionally give a short explanation and reasoning of the parameters and the selected default values. We will first describe the important parameters which define the overall chunk extraction process. An overview of the parameters can be seen in Table 5.1.

**SELECTING THE FEATURE (CHUNK) SIZE ($b$).** As already introduced, the PRF approximately defines the extracted chunk sizes. Considering the minimum respected page size of 4KiB and the presence of non-contiguous memory mappings, we depict a default value of $b = 64$ with the defined parameter name BLOCK_SIZE.

**CODE CONFIDENCE.** The process of filtering chunks, which store code fragments, could be controlled by two parameters. The parameter CODE_THRESH describes the maximum value of $\lambda$ which defines two consecutive instructions to be meaningful or not. The values of $\lambda$ are stored within the buffer buf_lo during a decoding pass. If less than ten consecutive instructions are detected within a chunk, the chunk will
not be inserted into the Bloom filter. Additionally, considering large chunks, we measure the total amount of instructions within a chunk. We require at least 30% of the decoded instructions inside a chunk, before the chunk will be inserted into the Bloom filter. We denote this threshold of code coverage as parameter CODE_COV.

**Penalties.** The original implementation of approxis considers a large amount of repeating decoded mnemonics as less meaningful. An example could be misleadingly decoded sequences of non-allocated zero bytes or other padding instructions (e.g., **NOP** instructions). The running length counter of approxis counts subsequent similar decoded mnemonics. As soon as the running length counter instruction exceeds RLE_THRESH, a penalty is written into the buffer buf_pe. The saved penalty is added to the value of confidence stored in the buffer buf_lo afterwards. Besides the threshold, we additionally configure a factor, which decreases the current running length after a sequence of similar mnemonics was interrupted. We increase the RLE_DRAIN to respect the non-contiguous properties of physical memory dumps. Both parameters are summarized in Table 5.2.

**Determining the Bloom Filter Size (m).** In Section 5.1 we described the idiosyncrasies and properties of memory management. In this paragraph we explain the parameter adaptations and the following impacts on the needed Bloom filter size. For further details of the following formulas we refer to Breitinger, Baier, and White (2014). We consider 8 GiB as reasonable RAM size and select the expected input size (s) to be \( s = 8 \text{ GiB} \).

With the expectation that a modulus \( b \) defines a trigger point and thus the probability of a hit is reciprocally proportional to the average chunk size, we estimate the number of extracted chunks \( n \) for a given input image with size \( s \). The calculation

---

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLOCK_SIZE</td>
<td>/</td>
<td>64</td>
<td>Defined modulus and approximated size of a chunk ( b ).</td>
</tr>
<tr>
<td>CODE_THRESH</td>
<td>[0-100]</td>
<td>30</td>
<td>The value defines the threshold of code confidence. A sequence of instructions should be considered as code fragments, as soon as the value of confidence is lower than the defined CODE_THRESH.</td>
</tr>
<tr>
<td>CODE_COV</td>
<td>[0-1]</td>
<td>0.3</td>
<td>Defines the minimum required percentage of code coverage within a chunk, before it gets hashed and inserted into the Bloom filter.</td>
</tr>
</tbody>
</table>

**Table 5.1:** Parameters of the mrsh-mem implementation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLE_THRESH</td>
<td>[0-100]</td>
<td>10</td>
<td>Sets the threshold when the repeating sequences of instructions should be considered as not valid.</td>
</tr>
<tr>
<td>RLE_DRAIN</td>
<td>[0.1-1.0]</td>
<td>0.9</td>
<td>The value defines a factor, which lowers the running length counter significantly more quickly. If the value is lower than the defined threshold, we switch to stepwise decrementing the counter.</td>
</tr>
</tbody>
</table>

**Table 5.2:** Parameters of the mrsh-mem implementation for controlling the running length penalty.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF_SIZE_IN_BYTES</td>
<td>/</td>
<td>128 MiB</td>
<td>Size of the Bloom filter (b, must be a power of two).</td>
</tr>
<tr>
<td>SUBHASHES</td>
<td>[5,7]</td>
<td>6</td>
<td>Number of used subhashes (k).</td>
</tr>
<tr>
<td>MIN_RUN</td>
<td>/</td>
<td>6</td>
<td>Minimum amount of correctly to be identified consecutive features (r).</td>
</tr>
</tbody>
</table>

Table 5.3: Parameters of the mrsh-mem Bloom filter implementation.

can be seen in Equation (5.1).

\[ n = \frac{s \cdot 2^{30}}{b} = \frac{8 \cdot 2^{30}}{64} = 134,217,728 \] (5.1)

In Breitinger, Baier, and White (2014) the authors mention that the choice of \( k \) is limited by the used FNV-1a hash function. Thus, the value of \( k \) is limited to \( 5 \leq k \leq 7 \). Similar to mrsh-net we choose the value of \( k \) to be \( k = 6 \). A single Bloom filter of size 32 MiB could be used to monitor approximately 2 GiB of data, whereas a Bloom filter of size 2 GiB could approximately monitor 100 GiB of data (Breitinger and Baggili, 2014). Obviously, the filter has to be stored in memory during examination. Similar to Breitinger and Baggili (2014) we consider this size as still manageable even on casual or mobile systems. To determine the maximum needed size of the Bloom filter in dependency on the expected input size, we depict the corresponding formula from Breitinger, Baier, and White, 2014. In addition, we set the parameter \( r \), which defines the minimum amount of correctly-to-be-identified consecutive features, to be \( r = 6 \). Considering Equation (5.2) and the above-mentioned parameters, we propose a Bloom filter size of \( m \approx 7.0426 \times 10^8 \) bits \( \approx 84 \) MiB. An overview of the configurable parameters can be seen in Table 5.3.

\[ m = -\frac{k \cdot n}{\ln(1 - \frac{e^{-kn/m}}{k^{r}})}, \text{where} \ p = (1 - e^{-kn/m})^k. \] (5.2)

5.3 Application

The implementation of mrsh-net uses a single, large Bloom filter which reveals two notable disadvantages: memory consumption and the lack of file identification, i.e., the approach can only answer the question of whether a file is contained in a given Bloom filter, but we cannot say to which file a similarity exists. However, we decided to use this approach for realizing the prototype; we will evaluate possible strategies in future research to match chunks with a given file base.

The adaptation and integration of a single Bloom Filter (BF) gives us a good computational performance for initial white- or blacklisting of extracted chunks. However, to achieve better identification, we additionally create a database of extracted Chunk Hash Values (CHV). The current Chunk Hash Database (CHDB) consists of a single, large lookup tree, which stores all chunk hash values with a corresponding file name inside each leaf node. As we focus on computational speed and expect better solutions for a fast file identification, we do not consider the database in the case of runtime performance analysis or memory consumption. Figure 5.4 provides an overview of the general application. First, an investigator has to acquire the dumps
Additionally, the acquisition of files from different repositories can be considered. All input files are processed with mrsh-mem and stored in the Bloom filter as well as in a database of known code fragments (CHDB). Applying mrsh-mem on the acquired memory dump will then answer the question of whether a particular memory fragment is found in the BF. The comparison against the database will allow answering the question of which file was matched.

Different versions of the same executable can share the same code base. Thus, similar chunk hash values can occur, which will be inserted into the Bloom filter digest. Leaf nodes in our CHDB, which are occupied by chunks of multiple versions of an executable (e.g., the same chunks have been extracted for multiple versions of a file) are denoted in the following plot as multiple hits. Chunk hash values which only appeared for a single version are marked as single hits.

For testing purposes, we acquired memory and hard disk fragments from an existing Debian 8 installation, which was originally setup inside a virtualized environment for common network analysis tasks. In detail, we inspected a Debian 8 installation (Debian 3.16.7 x86_64 GNU/Linux) running with the help of Virtual Box (Version 5.2.6 r120293). The system contains several real world applications and was used for several weeks without a reboot. To acquire the memory we used LiME\textsuperscript{1} (Linux Memory Extractor) which is a Loadable Kernel Module for memory acquisition. We inserted the module into the running Kernel and acquired 2 GiB of the memory in raw format.

\subsection{Identify Present Linux Kernel Version}

In our first application we identify the presence of Kernel fragments and the Kernel version of the target system by analyzing the acquired raw memory dump with mrsh-mem. This process can support further structured analysis and possibly enhance the task of profile determination. In our application we utilize a set of available Linux images of a public Debian repository\textsuperscript{2}. The Kernel files (i.e., vmlinuz/vmlinux) have been obtained by the corresponding deb-Packages, the .text sections

\footnotesize
\textsuperscript{1}\url{https://github.com/504ensicsLabs/LiME} (last access 2021-08-01).
\textsuperscript{2}\url{http://ftp.us.debian.org/debian/pool/main/l/linux/} (last access 2021-08-01).
have been extracted and the images have been processed with mrsh-mem. We additionally store the extracted Linux Kernels and their corresponding chunk hash values in our introduced CHDB. Subsequently, we query the CHDB with 12 different Kernel images (see Table 5.4 for an overview of all inserted Linux Kernels).

While we expect that most of the Linux Kernels from the repository share a reasonable amount of similar code chunks, this can obviously vary for different versions. To determine the actual Kernel version of our target system, we analyzed the detected chunks in two ways. First, we determined the total amount of detected chunks for each processed Kernel version. Second, we examined those chunks which are only mapped to a single Kernel version by the CHDB and do not share multiple of those chunks with other Kernel versions.

After performing the step of chunk identification with mrsh-mem, we additionally identified the related Kernel version(s) for each chunk. The amount and distribution of detected chunks by its corresponding kernel version(s) can be seen in Figure 5.5. The statically linked Kernel images share a reasonable amount of similar code fragments (bar multiple). However, the actual Kernel version clearly occupies most of the extracted chunks and thus we could distinguish the present Kernel from the other images (see column (9) in Figure 5.5). Next, we only considered chunks which are mapped to a single Linux Kernel and do not count shared code fragments between different versions, i.e., we filter out identified chunks which are related to multiple Kernels. The examination of distinct mapped chunks in Figure 5.5 (bar single) underlines the presence of our expected Kernel version (vmlinuz-3.16.0-4-amd64).
5.3 APPLICATION

CONSIDERATIONS. Discussing the examination of the Kernel .text section in memory leads to the question of whether mrsh-mem can be used for detecting advanced Kernel infection techniques. Different hijacking techniques should lead to the presences of modifications in the memory-located version of the original Kernel. However, the process of Kernel loading is quiet complex and the Linux Kernel binaries could additionally contain modification instructions, e.g., so-called alternative instructions (.altinstructions\(^3\)). Those instructions patch the original code during loading. At this point we leave the question of whether mrsh-mem is usable for advanced code integrity checks of Linux Kernels unanswered for further research.

5.3.2 Identify Application in User Memory

Kernel memory mappings should be considered contiguous in most of the cases. To determine the capabilities in user space memory, we performed a task of process and application identification. We inspected the raw memory dump on the presences of application-related code fragments. In detail, we acquired three different versions of the Wireshark Protocol Analyzer\(^4\) from a Debian repository\(^5\) (see Table 5.5). The acquired ELFs were dynamically linked and stripped. We extracted the allocable .text sections of the different executables and processed them with mrsh-mem, where each executable stored approximately 4130 chunks. The chunks were also inserted into the CHDB for the evaluation of single and multiple hits.

We ensured that an instance of Wireshark 1.12.1 was running at the time of memory acquisition. Figure 5.6 illustrates the capabilities of detecting and discriminating a running (or formerly running) application in memory. The amount of single occupied chunks (1766) clearly identifies the actual running Wireshark version (1.12.1).

To investigate possible false positives and to examine the discrimination between a running and not-running process we repeated the procedure after rebooting the system. Thus, we were not expecting to find presence of Wireshark. The results are shown in Figure 5.7 and the plot indicates very low numbers / matches. Precisely, the bars show some hits in the case of multiple-occupied chunks. To lower the values of false positives, we propose the adaptation and increase of the MIN_RUN parameter. We additional suggest a minimum required chunk size, as most of the false positives were smaller than 40 bytes.

\(^3\)https://lwn.net/Articles/531148/ (last access 2021-08-01).
\(^4\)https://www.wireshark.org/ (last access 2021-08-01).
\(^5\)http://ftp.us.debian.org/debian/pool/main/w/wireshark/ (last access 2021-08-01).
5.3.3 Runtime Performance

In the following paragraph we examine the runtime efficiency of mrsh-mem. In detail, we measured the runtime for disassembling, chunk extraction, chunk hashing and Bloom filter handling. Note, we differentiate between Bloom filter creation and Bloom filter lookup. As mentioned, the processed byte sequences can significantly influence the overall disassembling performance. Therefore, we study the runtime performance for three different images: a concatenated set of 64 bit ELF binaries, a raw memory dump acquired with LiME and a random sequence of bytes. Lastly, we removed all unnecessary functionalities (e.g., printout mechanisms) and compiled our binary with an optimization set to $O2^6$.

The runtime efficiency test was performed on a Lenovo Thinkpad x250 with an Intel Core i5 2x 2,2 GHz and 8 GB RAM. The performance of the built-in Solid State Drive was also determined, where the read performance was 508 MB/s and the write performance was 513 MB/s. The overall results are shown in Table 5.6. The column of chunks defines the amount of triggered chunk boundaries for each image and for one pass. Similar to our previous evaluation of approxis shown in Table 4.6, the runtime decreases with an increasing amount of randomized and thus, uncertain dispatching cycles. In other words, approxis has to repeatedly interpret the same byte sequences at a given offset until the offset is finally dispatched.

<table>
<thead>
<tr>
<th>Execution time</th>
<th>Chunks</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>insert 46.0s</td>
<td>lookup 48.0s</td>
<td>6,888k</td>
</tr>
<tr>
<td>50.0s</td>
<td>50.0s</td>
<td>1,609k</td>
</tr>
<tr>
<td>197.0s</td>
<td>192.0s</td>
<td>10,538k</td>
</tr>
</tbody>
</table>

Table 5.6: Insert and lookup runtime performance of mrsh-mem for different input images.

5.4 SUMMARY

Approximate Matching techniques are known among the digital forensics community and have been utilized in different fields of application. Current implementations empower whitelisting or identifying fragments of data in the field of classical disk or network forensics. The application of Approximate Matching on memory reveals several pitfalls. Similar to other unstructured analysis techniques, our introduced approach has to consider several idiosyncrasies of inspecting the physical memory space. Therefore, we first discussed those considerations and limitations.

We introduced a new specimen mrsh-mem by interfacing Approximate Matching (mrsh-net) with an additional step of approximate disassembling (approxis). We described the implementation details of merging both techniques as well as the

---

needed adaptations and changed parameter settings. The integration of an additional step of disassembling stabilizes the original byte-wise application, as our approach works on disassembled and thus normalized instruction sequences. To the best of our knowledge, this is the first implementation which interfaces Approximate Matching with an additional step of approximate disassembling.

We showed the feasibility of our approach by comparing a memory dump against code fragments gained from different resources, i.e., code extracted from a hard disk as well as a repository. Our introduced approach detects allocable code fragments without the need of manual inspecting an executable or the manual definition of any matching rules. Our first prototype empowers easily creating a database of different applications and perform the examination of raw memory dumps. As former publications claimed Approximate Matching to be slow, we showed that our current prototype achieves a good computational performance, without the usage of any parallelization.

**Future Work.** The current implementation of the chunk hash database (CHDB) and the usage of a single Bloom filter shows promising results. However, an advanced database should be considered, which empowers actually identifying and naming a specific fragment found in memory. A general discussion of this task was already started by Garfinkel and McCarrin (2015) and the authors showed major challenges caused by shared blocks across different samples of a specific file type, e.g., office documents. As we process executable sections of code, different results should be expected which require the reassessment of a chunk-based file identification in our specific field of application. A promising candidate for further developments could be the adaptation and integration of Hierarchical Bloom Filter Trees (HBFT) (Lillis, Breitinger, and Scanlon, 2017) or the utilization of already introduced hash databases (Young et al., 2012). We will further discuss this topic in Chapter 7.

In addition, the process of chunk hashing should be further investigated. The extraction of chunks based on mnemonic representatives or the original byte sequences themselves, could be further extended by its intermediate representation. Thus, the definition and extraction of code-related chunks could be improved. We will discuss this topic in Chapters 6 and 8.
LINEAR FUNCTION DETECTION

6.1 INTRODUCTION

In this chapter we address the previously mentioned problem of extracting reliable chunks of the processed input stream. In detail, we inspect and reassess different concepts of function boundary detection as a replacement of existing pseudorandom functions (PRF) utilized for chunk extraction of CTPH schemes.

We first give a short introduction to the problem of function detection and describe the already introduced condition of linearity (Section 6.1.1). For a more detailed and formal explanation of the task of function detection, we refer to previous work (Bao et al., 2014; Shin, Song, and Moazzezi, 2015; Andriesse, Slowinska, and Bos, 2017). The already introduced approaches in Section 2.2.3 are shortly discussed and categorized. We depict two applicable approaches for signature-based function detection and discuss their functionality: Recurrent Neural Network (see Section 6.1.2) and Weighted Prefix Tree (see Section 6.1.3). In contrast to recent publications, we consider runtime performance as an important constraint. We outline the concrete adaptations to the models and discuss the utilization of mnemonics only. This reduces the overall feature size and improves the runtime performance of the classification. Our analysis underlines the applicability by reaching those goals even with significant reduced feature vectors.

In Section 2.2 a detailed overview of different available and appropriate datasets is given. Because of the outlined reasons, the following section and its evaluation is based on the ground truth dataset proposed by Andriesse et al. (2016).

6.1.1 Linear Function Detection

The task of function detection is one of the main disassembly challenges (Andriesse et al., 2016). The problem of function detection (e.g., with the help of static signatures) could be illustrated by the inspection of functions compiled with different optimization levels invoked to the compiler. The function structure and function prologue heavily changes due to optimization and compiler settings. An example can be seen in Figure 6.1, which was adopted from Shin, Song, and Moazzezi (2015). The example shows the remarkable impact of changing compiler flags. Most of the instructions in the function prologues of mul_inv heavily differ from each other. The process of function detection itself is most often divided into subtasks. We adhere to
similar notation of previous work and refer to those publications (Andriesse, Slowinska, and Bos, 2017; Bao et al., 2014; Shin, Song, and Moazzezi, 2015).

The subtasks of function detection could be differentiated into function start detection and function end detection. The problem of function boundary detection is a superset of function start and function end detection. In the course of this work, we mainly focus on the task of function start detection. We borrowed most of the following definitions from Shin, Song, and Moazzezi, where $C$ defines a given code base of a binary, which consists of several functions $f_1, \ldots, f_n \in F$. A function $f_x \in F$ consists of a sequence of instructions $I$, with $i_y \in I$. The task of detection could be simplified into three basic tasks for a given target function $f_t$:

1. Function start: The first instruction of $i_s \in I$ of $f_t \in F$ within $C$.

2. Function end: The last instruction of $i_e \in I$ of a $f_t \in F$ within $C$.

3. Function boundaries: The tuple of instructions, which define the boundaries of a function, i.e., determine $(i_s, i_e) \in I^2$ of $f_t \in F$ within $C$.

The scope of function detection normally adheres to disciplines of analysing stripped binaries in the context of reverse engineering, malware analysis or code reuse detection. However, most of these applications are not limited in their form of application and are not subject to any time limits. As we transfer the function detection problem to the field of process context-unaware domains, we have to consider the constraints of linear processing. A concrete field of application is the examination of function boundaries in the domain of unstructured and context-unaware memory analysis. As previous publications showed fundamental improvements in the case of compiler- and architecture-agnostic techniques, we emphasize the motivation behind signature-related techniques, as we could not rely on features like binary lifting, intermediate representations or control flow analysis. Our goal is the integration of a function start identification approach, which works on an instruction buffer within a single sliding window pass. So we refine the problem of function detection to be a linear function detection problem. This leads to the evaluation of signature-based approaches.

Shown in Table 6.1, different approaches have been suggested. In this work we focus on signature-related (Sig.) and linear approaches (Lin.). The approach of Shin, Song, and Moazzezi (2015) is based on Bi-directional Networks, which are not applicable in our context. Those networks require the presence of a complete binary at

![Listing 6.1: C-Source](image1)

```c
int mul_inv(int a, int b) {
    int b0 = b, t, q;
    int x0 = 0, x1 = 1;
    if (b == 1) return 1;
    while (a > 1) {
        q = a/b, t = b, b = a%b, a = t;
        t = x0, x0 = x1 - q*x0, x1 = t;
    }
    if (x1 < 0) x1 += b0;
    return x1;
}
```

![Listing 6.2: gcc-00](image2)

```assembly
push %rbp
mov %rsp, %rbp
mov %edi, -0x24(%rbp)
mov %esi, -0x28(%rbp)
```

![Listing 6.3: gcc-03](image3)

```assembly
cmp $0x1, %edi
mov %edi, %eax
```

**Figure 6.1:** Adopted example from (Shin, Song, and Moazzezi, 2015) with a function written in C and compiled with two different levels of optimization (gcc 4.9.1).
6.1 INTRODUCTION

<table>
<thead>
<tr>
<th>Approach</th>
<th>Sig.</th>
<th>Lin.</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guilfanov (2012)</td>
<td>✓</td>
<td>✓</td>
<td>Impractical variety Linux systems</td>
</tr>
<tr>
<td>Bao et al. (2014)</td>
<td>✓</td>
<td>✓</td>
<td>Weighted Prefix Trees applicable</td>
</tr>
<tr>
<td>Shin, Song, and Moazzezi (2015)</td>
<td>✓</td>
<td>-</td>
<td>Bi-directional RNN not applicable</td>
</tr>
<tr>
<td>Andriesse, Slowinska, and Bos (2017)</td>
<td>✗</td>
<td>✗</td>
<td>Process-context recreation needed</td>
</tr>
<tr>
<td>Potchik, Brian (2017)¹</td>
<td>✗</td>
<td>✗</td>
<td>Process-context recreation needed</td>
</tr>
</tbody>
</table>

Table 6.1: Overview of different function detection approaches.

application time. The lookup of signature databases on Linux operating systems was already mentioned as impracticable. As we try to carve functions out of a memory, we could not rely on the recreation of a previously detected process.

6.1.2 Recurrent Neural Networks (RNNs)

Shin, Song, and Moazzezi (2015) provide a detailed overview of the different characteristics of Recurrent Neural Networks. Besides the work of Shin, Song, and Moazzezi (2015), we refer to Lipton, Berkowitz, and Elkan (2015) and Hochreiter and Schmidhuber (1997) for a detailed introduction. We outline differences between our approach and the approach of Shin, Song, and Moazzezi (2015) later.

The processing of sequences with Recurrent Neural Networks is a promising strategy for many different fields. In contrast to feedforward neural networks, the cells keep different states of previously processed input and consider sequences which have an explicit or implicit temporal relation. A sample $x_t$ of a sequence is additionally labelled with its corresponding time step $t$ of appearance, where a corresponding target $y_t$ of labelled data also shares this temporal notation. The basic architecture of those nets could strongly vary for different fields of application. In Figure 6.2 a simplified and unfolded model is shown, which takes multiple input vectors over time and outputs a single vector after several time steps. The term unfolding denotes the unfolding of the cyclic characteristic, by displaying each timestep. Each of the edges in between the columns span adjacent time steps. The model in Figure 6.2 depicts a many to one relation.

LONG SHORT-TERM MEMORY (LSTM). Training Recurrent Neural Networks reveals several pitfalls, namely, the problems of vanishing and exploding gradients. There are different extensions of RNNs which try to consider those issues; one of those specimen are LSTM based Networks (Hochreiter and Schmidhuber, 1997; Gers, Schmidhuber, and Cummins, 1999). Those networks replace traditional nodes in the hidden layers with memory cells (see Figure 6.3). Each cell consists of an input node ($g$) and an internal state ($c$). The memory cells contain self-connected recurrent edges, to avoid vanishing or exploding gradients across many time steps. Those edges are named gates, where each of the LSTM cells has a forget gate ($f$), an input gate ($i$) and an output gate ($o$). A multiplication node ($\prod$) is used to connect those components with each other. The final memory cell reaches an intermediate state between long-term and short-term memory of classic RNNs. Those types of cells outperform simple RNNs in the case of long-range dependencies (Lipton, Berkowitz, and Elkan, 2015). The original work of Shin, Song, and Moazzezi is based on Bi-directional

¹https://binary.ninja/2017/11/06/architecture-agnostic-function-detection-in-binaries.htm (last access 2021-08-01)
RNNs. The authors mention that those models are applicable in the context of having access to the entire binary at once. As we discuss the applicability of RNNs in the context of linear processing large amounts of raw data, we have to consider the temporal component and focus on a LSTM-based model.

**Training and Classification.** There are different strategies for training and updating a neural model. The predominant algorithm for training is backpropagation, which is based on the chain rule. The algorithm updates the weights of the model by calculating the derivative of the loss function for each parameter in the network and adjusts the values by the determined gradient descent. However, the problem is a NP-hard Problem and different heuristics try to avoid to become stuck in a local minimum. A common strategy for training is stochastic gradient descent (SGD) using mini-batches. In the course of RNNs with time-related connections between each time step, the process of training is often denoted as backpropagation through time (BPTT) (Lipton, Berkowitz, and Elkan, 2015). Bao et al. (2014) proposed a flipped order of prologues during processing to support the training phase. Additionally, the work shows a better performance for bidirectional structures than unidirectional structures like LSTM. Each model was trained with 100,000 randomly-extracted 1000-byte chunks. A one-hot encoding converts a byte into a \( \mathbb{R}^{256} \) vector.

### 6.1.3 Weighted Prefix Trees (WPTs)

Bao et al. (2014) introduced the application of weighted prefix trees for the task of binary function detection, called Byteweight. The approach uses a weighted prefix tree, and matches binary fragments with the signatures previously learned. The path from the root node to the leaf node represents a byte sequence of instructions. Inside the tree, the weights are adapted to the previously processed ground truth. In the original implementation an additional step of value-set analysis and control flow recovery process is proposed for boundary detection.
BYTWEIGHT. Similar to this work and the work of Shin, Song, and Moazzezi (2015), Byteweight focuses on the task of function start identification. More formally, the authors denote the problem as a simple classification problem, where the goal is to label each byte of a binary as either function start or not. Their approach was demonstrated on raw byte sequences and previously disassembled sequences. The reference corpus is compiled with labelled function start addresses. In contrast to raw bytes, the usage of normalized disassembled instructions showed a better performance in the case of precision and recall. The authors proposed a twofold normalization: immediate number normalization and call-jump instruction normalization. In Figure 6.4 an overview of the normalized prefix tree is given. A given sequence of bytes or instructions is classified by inspecting the corresponding terminal node in the tree. As soon as the stored value exceeds a previously defined threshold $t$, the sequence is considered as a function start. We do not consider subsequent steps of advanced control flow graph recovery as proposed by the authors.

TRAINING AND CLASSIFICATION. A corpus of input binaries is used during the learning phase. The maximum sequence length $l$ defines the upper limit of the resulting prefix tree height. The first $l$ elements are used for training, where elements could be disassembled instructions or the raw bytes themselves. The likelihood that a sequence of elements corresponds to a function start (i.e., represented as a specific path in the trie) is saved in each corresponding node as specific weight. Considering the example in Figure 6.4, the instruction `push %ebp` were truly function starts in 14.45% of all cases. The weights of a prefix are lowered if they do not correspond to a function start. As described in Equation (6.1), the weight of a specific node $W_n$ is the ratio between positive function starts ($T_+$) and all matches ($T_+ + T_-)$. The classification of an input sequence is performed by matching the given elements against the tree. The weight of the last matching terminal node describes the final weight of a sequence and is compared to $t$. For the process of training and classification, the authors proposed an input size of $l = 10$ consecutive instructions and a threshold of $t = 0.5$.

$$W_n = \frac{T_+}{T_+ + T_-}.$$  (6.1)
6.1.4 Training and Test Dataset

During the following examination, we focus on three properties of our used data set: Function Sizes, Function Prologue Distribution and Mnemonic Distribution. As already described in the introduction, the examination of the underlying code structure should give us additional insights for better design and parameter decisions.

Function Sizes. The examination of the frequencies of different function sizes is required for further analysis and inferences. The function size defines the possible size of extracted features, before a single feature vector overlaps with a subsequent function start. In addition, the function size gives better insights into the possible dimension of further function prologue examinations. We examined the function size (in bytes) of the different binaries. As can be seen in Figure 6.5, the function sizes vary for different compiler and optimization levels. The median function size illustrates that in every language, compiler and optimization setting, the amount of small functions (i.e., smaller than 200 Bytes) is significant. The average value of function sizes outlines the presence of large functions, where in all settings the average size is always lower than 800 Bytes.

Function Prologue Distribution. To gain a better understanding of the function detection problem with the help of signature-based detection mechanisms, we examined the present ground truth set and the distribution of common function prologues. We extracted the functions of each binary and aggregated them into a comprehensive set. Figure 6.6 illustrates the population of function prologues by comparing the ratio \( \eta \) between distinct function prologues \( \rho_d \) to the overall amount of function prologues \( \rho \) for a specific language, compiler and optimization level (see Equation (6.2)).

\[
\eta = \frac{\# \text{ distinct function prologues}}{\# \text{ function prologues}} = \frac{\rho_d}{\rho}
\]

We discriminate the function prologues by their consisting number of instructions \( i \), which are considered and which have been decoded to a single mnemonic. The plot underlines the common axiom that function prologues strongly vary for different compilers, languages and optimization levels. The plot visualizes the impact...
on the diversity of the prologue instructions dependent upon the selected optimization levels and helps to discuss an appropriate input size.

With the x86 instruction set an instruction could have variable length, where one instruction could vary between one and fifteen bytes. For further details we refer to the Intel Instruction manual\(^2\). Considering the previous examination of function sizes and the median value of 200 Bytes per function, we do not expect all instructions of a prologue sequence to reach the maximum amount of fifteen bytes. It is clear that a large chosen amount of input mnemonics raises the diversity the model has to deal with, but also increases the possible classification quality. Considering the plots in Figure 6.6, the diversity significantly increases for several settings, even after a considerable short amount of consecutive prologue instructions. For example, inspecting clang-32-C with optimization (i.e., O3), approximately 40% of all function prologues of 10 consecutive instructions represent a distinct instruction sequence. Figure 6.6 also underlines that non-optimized binaries (O0) often share the same beginning instructions (mnemonic).

**Mnemonic Distribution.** We use the ground truth of assembly files to determine the distribution of mnemonics in the used ground truth dataset of Nucleus (Andriesse et al., 2016). Additionally, we extract the bigrams of mnemonics, which could be often found in the course of assembly-based code and similarity analysis. The following values give us an initial overview of the mnemonics distribution. For details see Table 6.2. Roughly said it is an overview of the instruction distribution of already decoded byte sequences. We split the set of assemblies by its architecture and determined the total amount of unigrams and bigrams. In our case a unigram consists of a single mnemonic. The total amount of occurring mnemonics also represents the total amount of occurring instructions. The column of distinct values describes the set of all occurring mnemonics. The columns max and mean describe the assignment of the total amount of instructions to each distinct occurring unigram or bigram. In detail, the most frequently occurred mnemonic in the set of 32 bit files, namely mov, represents 11,714,270 instructions. Thus, mov represents approximately 33.25% of all instructions in the course of 32 bit files.

\(^2\)https://software.intel.com/en-us/articles/intel-sdm (last access 2021-08-01).
6.2 ADAPTATIONS

In this section we discuss concrete adaptations and realizations of linear function detection techniques. Besides the reassessing of machine-learning-based approaches we aim for a reduction of the used feature sizes to improve the theoretically runtime performance. Therefore, we propose an additional step of approximate disassembling via approxis. In previous work the created pipelines are partially based on the processing of features on a byte-level. The input sequences for training and evaluation are one-hot encoded into $R^{256}$. As our approach is based on integerized mnemonics, the distinct occurring mnemonics define our underlying vocabulary size.

We first describe the general pipeline and the used set for training and evaluation. We explicitly address the problem of imbalanced classes, i.e., the ratio between function starts and general offsets. Afterwards, we introduce the proposed models and concrete adaptations (Section 6.2.1 and 6.2.2).

GENERAL PIPELINE OF FEATURE EXTRACTION. In Figure 6.7 an overview of the single steps of feature extraction is given. We only considered allocable code sections (i.e., .text) of the used ground truth ELFs (Andriesse et al., 2016). Thus, we filtered all offsets which are known to be data. Similar to Bao et al. (2014) and contrary to Shin, Song, and Moazzezi (2015), we propose a layer of disassembling for further feature extraction. We additionally reduce the used vectors to mnemonics only. We decode the raw byte sequences into an approximate disassembly with an integerized mnemonic for each instruction. Besides reducing variances in the underlying byte structure, this additionally reduces the overall amount of data which needs to be processed and saved. The classification is not performed at each byte offset, but rather at every instruction offset. Thus, we reduce the overall vector input size and therefore improve the runtime performance.

As we have to deal with a heavily imbalanced set of classes, we first determine the positive (function beginnings) and negative (code offsets) classes for each file. For each class, we created vectors of $N_{\text{max}}$ consecutive instructions at each instruction offset, represented by a single and integerized mnemonic. Considering the function prologue distribution in Section 6.1.4, most of the displayed distributions showed tendencies to stabilize after the first 20 instructions. The future vector size should also consider the determined average and median function sizes, as we try to avoid feature vectors which overlap into subsequent functions. Where Shin, Song, and Moazzezi proposed the processing of 1000-byte chunks for RNN-based classification and Bao et al. suggested the usage of 10 consecutive instructions for the creation of Weighted-Prefix-Trees, we considered a maximum vector size of $N_{\text{max}} = 20$ mnemonics for creating our data set. This empowers us to vary different input sizes during different model evaluation passes.

We created two sets for both classes and performed an additional step of deduplication for each class over the whole set. This results in two sets of distinct feature vectors. In Table 6.3 an overview of the imbalanced distribution of classes is given.
### Table 6.3: Overview of class distribution, i.e., number of distinct function starts ($T_+$) and distinct inner function offsets ($T_-$) for all used 64 bit binaries.

<table>
<thead>
<tr>
<th>Set</th>
<th>$T_-$</th>
<th>$T_+$</th>
<th>$T_+ \cup T_-$</th>
<th>$T_+ \cap T_-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>18,575,407</td>
<td>207,714</td>
<td>18,779,238</td>
<td>3,883</td>
</tr>
</tbody>
</table>

We also examined possible overlaps between each class, i.e., vectors of mnemonics which occur in the positive $T_+$ and negative class $T_-$. This is obviously caused by the strong reduction to mnemonic feature vectors. We relabel the negative classes of $T_+ \cap T_-$ to provoke false positives. We outline this decision in Section 6.3. The two distinct sets have been shuffled before and split into a training and test set. In the case of RNN-based training, we additionally added a step of oversampling $T_+$ and undersampling $T_-$.  

#### 6.2.1 Recurrent Neural Network (RNN)

In the following subsection, we describe the final model settings for our linear RNN-based classification. The basic steps of processing are displayed in Figure 6.8. The extracted and integerized mnemonics are transformed into a one-hot encoding and fed into the RNN for further processing. This pipeline is consistent for all further training and evaluation steps performed on our RNN settings. For a better overview, we collated all major differences between our approach and the approach of Shin, Song, and Moazzezi (2015) in Table 6.4.

**INPUT VECTORS.** We are not expecting to train with an input time series larger than 20. In particular, we try to avoid long series for classification, to minimize the impact on runtime performance later. After the examination of distinct function prologues shown in Figure 6.6, we varied the input vector size between 16 and 20.
consecutive and integerized instructions. For the final model, we depicted the vector size of instructions as $N_i = 16$. Similar to Shin, Song, and Moazzezi, we reversed the order of our input vectors, which showed a significant improvement in nearly all of our evaluations. Summarized, the network expects a reversed one-hot encoded input vector $x_i \in \mathbb{R}^K$ for each decoded instruction $i_t$, where $K$ describes the current size of the vocabulary.

**Hidden Cells and Layers.** As already described, we use Long Short-Term Memory cells for creating our RNN model. In detail, we use a two-layered model with a different number of hidden cells. To reduce the complexity we use LSTM contrary to bi-directional RNNs as suggested by Shin, Song, and Moazzezi. We initially compared two-layered RNNs with one-layered models. In most of the cases a two-layered model improved the accuracy, which caused us to perform all of the further proceedings with a two-layered model. We vary the number of hidden cells in the subsequent evaluation between 32 and 512 for our two-layered setting. We finally choose the amount of $N_h = 256$ hidden cells.

**Training and Optimization.** Similar to Shin, Song, and Moazzezi (2015), we performed our steps of optimization by the usage of stochastic gradient descent. We tried different concepts of gradient adaptation and initially used RMSProp for optimization with different initial learning rates. In the further proceedings of the evaluation, we switched to AdamOptimizer which showed a similar performance. The gradients were updated with the help of mini-batches, where the size of the batches was also varied during evaluation and performance tuning. After several manual test runs, we set the final batch size to $N_b = 2048$.

**Dropout.** We reduced the risk of overfitting our models by adding an intermediate Dropout layer. A Dropout step randomly turns off activations of neurons between our two LSTM layers. The Dropout is not applied on the recurrent connections itself (Hinton et al., 2012). A defined value of $N_d = 0.75$ sets the probability if a connection is not deactivated. We keep this value for all of our trained models.

**Output Layer.** For a binary classification of the function starts we process the output of the final LSTM state by a fully connected layer. The final layer of the setup is a sigmoid layer, which is used for transforming our output into a binary classification. A single probability is generated with the help of an additional sigmoid cross entropy layer or weighted cross entropy layer. With the usage of a weighted cross entropy layer, we could additionally set the focus on improving our final recall or precision rate.

**Training and Sampling.** To handle the heavily imbalanced ground truth, we performed an additional step of oversampling the positive and undersampling the negative class. Those steps had a remarkable influence on the performance in terms of precision and recall. During training we randomly selected the half of the negative class members (inner function offsets) and oversampled the positive class members (function starts) to an equal degree.
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<table>
<thead>
<tr>
<th></th>
<th>Our approach</th>
<th>Shin, Song, and Moazzezi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>LSTM based RNN</td>
<td>bi-directional RNN</td>
</tr>
<tr>
<td>Input Entity</td>
<td>one-hot encoded mnemonics</td>
<td>one-hot encoded bytes</td>
</tr>
<tr>
<td>Input Size</td>
<td>16</td>
<td>1000</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>$K_{64} = 436$, $K_{32} = 322$</td>
<td>$K_{64} = K_{32} = 256$</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of our approach with Shin et al.

6.2.2 Weighted Prefix Tree (WPT)

The major adaptation in the case of our proposed WPT is the utilization of single mnemonic representatives instead of raw bytes or normalized disassembly instructions. The basic steps of processing are displayed in Figure 6.9. We selected different lengths for trie creation up to $l_{max} = 20$ instructions. The mentioned vocabulary size $K$ (see Section 6.1.4) gives us the theoretical upper limit for the possible trie size. We depict an initial threshold value of $t = 0.5$ and $l = 10$, which was proposed by Bao et al. (2014).

Tree Pruning. Similar to the original approach we additionally performed a step of tree pruning. In detail, we deleted all intermediate nodes with no negative counts ($T_i = 0$) and thus, all first occurring intermediate nodes with $W_i = 1$ are transformed to terminal nodes. This reduces the overall tree size from approximately 1.9 million nodes to 264,834 nodes.

Thus, our approach does not process raw byte sequences and differs from the previously introduced approach of Shin, Song, and Moazzezi (2015). Bao et al. (2014) compared the capabilities of raw byte sequences and additionally normalized the full instruction sequences, where the normalized version showed slightly improved results in terms of precision and recall. The process of normalization additionally reduced the overall size of the used prefix tree. In detail, the trie structure was pruned from 2,483 elements to 1,447 elements.

6.3 EVALUATION

In this section, we discuss the different evaluations of our proposed models. We inspect the time of creation and training our models, without considering the pass of feature extraction (Section 6.3.1). Afterwards, we examine the performance in terms of Accuracy (ACC), Precision (PRE) and Recall (REC) for both models (Section 6.3.2). Finally, we discuss in detail the possible application of weighted prefix trees (Section 6.3.3). Our evaluation aims to answer the following questions:

1. Could we use only mnemonics for the task of function start identification?
2. Which of the considered linear techniques is better suited for our context?
Classification Goals. We consider our models for the fast identification of function starts in large portions of raw data. As described in Section 6.2, the reduction of our proposed features leads to overlapping class members. We relabelled those members to positive members and further consider recall more important than precision: we accept higher values of false positives by lower values of false negatives with a constant high value of true negatives. We propose an additional step of classification for lowering the value of false positives afterwards.

Methodology. To argue if our models generalise the task of function detection, we performed a 10-fold cross validation by dividing our set of distinct integerized mnemonic vectors into ten equally sized sub-sets. We used nine of those sub-sets for training and one for evaluation. In the case of WPT-based training, we repeated this task 10 times. In our current evaluation we focus on 64 bit ELF binaries of the Linux operating system. Our used test set consists of nearly 1.9 million unique vectors with approximately 20 k positive cases. The set of training consisted of 16 million negative and nearly 190 k positive class members.

6.3.1 Training Performance

First, we examine the general runtime performance in the case of model creation and training. Both models have been fed with the already prepared integerized mnemonic vectors and a maximum length of 20. In the case of our RNN model, we already cropped the initial feature vectors to a maximum size of 16.

As already described in Figure 6.8, in case of training our proposed RNN the processing began with the reversing of the input vector and the one-hot encoding. Considering those steps, the training of our model took approximately 2.5 hours for one epoch. As we trained our model for 10 to 20 epochs, the process most often took several days on a machine with 64 cores and more than 256 GiB of RAM.

In contrast, the creation of the weighted prefix tree was performed on an ordinary Laptop with Intel Core i5 2x 2.2 GHz Processor and 8 GiB RAM. The time of building the initial tree, calculating the final weights, pruning the tree and performing an additional step of lookup took approximately 180 seconds in total. Our current prototype implementation was realized in Python.

6.3.2 Function Start Identification

For our final models, we described the settings in Section 6.2.1 and Section 6.2.2. As can be seen in Table 6.5, the application of our RNN performs similarly to our proposed WPT. In both cases we gain a high value of accuracy with lower values of precision and recall. However, the results of the WPT clearly outperforms the RNN in case of precision. As already described in Section 6.2.1, the adaptation of the underlying RNN model could influence the classification in terms of focusing on better values of recall or precision. However, contrary to our WPT implementation, the adaptation of those RNN parameters must be done before the training of the model. The WPT approach enables influencing the value of recall by parametrizing the lookup, which is more flexible than approaching the perfect parameters by multiple time-consuming training passes.
### Table 6.5: Performance of the function start identification for x86-64 ELF binaries. (*:average values of 10-fold cross validation)

<table>
<thead>
<tr>
<th>Model</th>
<th>ACC</th>
<th>PRE</th>
<th>REC</th>
<th>Population</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>WPT*</td>
<td>0.9943</td>
<td>0.7532</td>
<td>0.7233</td>
<td>1,878 k</td>
<td>15 k</td>
<td>1,852 k</td>
<td>4,924</td>
<td>5,747</td>
</tr>
<tr>
<td>RNN</td>
<td>0.9861</td>
<td>0.4300</td>
<td>0.7674</td>
<td>1,878 k</td>
<td>16 k</td>
<td>1,836 k</td>
<td>21,128</td>
<td>4,831</td>
</tr>
</tbody>
</table>

6.3.3 Examination of WPT

As the previous evaluations underlined, we achieved similar or better classification capabilities in less training time by the utilization of our WPT model. For the WPT model, we could additionally adapt the classification goal during a lookup pass. This leads to a detailed examination of our WPT model.

To improve the quality of WPT-based classification, we examined the different parameters and their influence on the overall classification task. In detail, we varied different parameters, like the maximum sequence length $l$ and the threshold $t$. In addition, we introduce a third parameter $m$, which denotes the minimum required length of a matching sequence inside the tree. After the inspection of the prologue distributions in Section 6.1.4, we selected a range from 0 to 18 (instructions) for the parameters $m$ and $l$. Respecting our classification goal, we focus on runtime performance by accepting a higher amount of false positives instead of false negatives. Inspecting the classification in Table 6.6, we could argue that the reduction of false negatives could be achieved by increasing the considered vector size $l$. The processing time for the nearly 1.9 million test vectors was approximately 12 seconds for all of the parameter variations. We should mention that during our initial implementation we did not focus on any runtime optimizations.

### Table 6.6: WPT classification by varying different parameters $t$, $l$ and $m$.

6.4 DISCUSSION

In this chapter, we inspected the capabilities of linear function detection and underlined the need for signature-based detection methods in the course of memory carving. After performing a detailed analysis of our underlying ground truth, we introduced several considerations and model adaptations. The main adaptation of our approach is the utilization of mnemonics only.
Our analysed models showed good classification results in terms of accuracy, where we achieved for RNN- and WPT-based models an accuracy value of above 98%. The utilization of mnemonic-based weighted prefix trees showed good capabilities for our considered context of application. The application of WPT performs the classification of 1.9 million offsets in 12 seconds and reaches with simple parameter adaptations an acceptable value of recall beyond 80%.

Considering the mentioned techniques within multiple steps of classification, our proposed WPT could be used for the fast identification of possible function starts and drastically reduces the amount of offsets which need to be reclassified.
7.1 INTRODUCTION

In Section 2.1.3 we already gave a broad introduction in the Database Lookup Problem (DLP) and three different more or less widespread lookup strategies for storing hash-based fragments. As all of the mentioned approaches strongly differ (either in their original use case, or in their supported capabilities), we outline the motivation behind our choice of the depicted candidates. Therefore, we first describe the conditions of application and introduce the forensic use case which formalizes additional requirements and mandatory features (see Section 7.1.1). Afterwards, we explain our three candidates of choice in Section 7.1.2. Besides the required features of our considered use case, we need to discuss the already present features and capabilities of the different approaches. Thus, we outline the existing features and capabilities for each candidate in Section 7.1.3. Considering our depicted candidates and the overall goal of reassessing those in terms of capabilities and performance, the goals of this assessment are as follows:

1. Assess the aforementioned proposed techniques for the task of fast artefact handling (i.e., hbft, fhmap and hashdb). Identify the capabilities of those techniques and the possible handling of common blocks.

2. Inspect the feasibility and discuss concepts to integrate the missing feature of multihit prevention (filtration of common blocks), similar to hashdb, into hbft or fhmap.

3. Discuss possible extensions of existing techniques in order to be able to compare the approaches.

4. Assess how the different approaches compete with respect to runtime performance and resource usage.

7.1.1 Use Case and Requirements

In this work we address the problem of querying digital artefacts out of a large corpus of relevant digital artefacts. Sample applications are carving or Approximate Matching. Both applications suffer from the Database Lookup Problem, i.e., how to link an extracted artefact within a forensic investigation to a corresponding source of a forensic corpus efficiently (i.e., in terms of required storage capacity, required
memory capacity or lookup performance). Besides those, our digital forensic scenarios reveal additional pitfalls and challenges.

We consider the extraction of chunks (i.e., substrings) out of a raw bytestream, without the definition of any extraction process. A major challenge of matching an artefact to a source is occurring multihits, i.e., one chunk is linked to multiple files. This was first mentioned by Foster (2012). A multihit is also called a common block or a non-probative block. For instance, Microsoft Office documents such as Excel or Word documents share common byte blocks across different files (Garfinkel and McCarrin, 2015). Similar problems occur during the examination of executable binaries which have been statically linked (e.g., share a large amount of common code or data). In summary, multi matches are a challenge in identifying an unknown fragment with full confidence. In addition, storing multihits also increases memory requirements and decreases lookup performance.

Multihits can either be identified during the construction phase of the database (e.g., by deduplication or filtration) or during the lookup phase. By filtration of common blocks during a construction phase, the overall database load becomes reduced and the lookup speed is increased as only unique hits are considered. Two different strategies of multihit prevention during the construction phase were proposed. First, as introduced by Garfinkel and McCarrin (2015) rules, are defined to filter out known blocks with a high occurrence (and thus low identification probability of an individual file). Such an approach requires extensive pre-analysis of the input set and its given structures. A second approach is the filtration of common blocks during construction by the additional integration of a deduplication step. Aside from hashdb, none of our candidates provides deduplication or multihit prevention techniques so far. We refer to Garfinkel and McCarrin (2015) for further details and solely focus on the utilized database in the following subsection.

Features of adding and deleting artefacts have the major benefit of not needing to re-generate the complete database every time a new artefact needs to be included. While deleting inputs may be less frequent, adding new items to an existing storage scheme seems obvious and indispensable. While fhmap and hashdb support adding and deleting hashes from their scheme, this feature is not yet available in the current prototype of hbft. In detail, adding new elements to a hbft is possible, however, the tree needs to be re-generated as soon as a critical point of unacceptable false positives is reached. The definition of buckets also limits the capabilities of adding further files to the database. Loosing the capabilities of deleting elements out of a binary Bloom filter is the main reason for making features of deletion impossible to realize. In summary, adding and deleting hashes from a database is a mandatory or optional feature, depending on the specific use case.

7.1.2 Depicted Candidates

In this section we present three widespread lookup strategies suitable for storing hash-based fragments: (1) Hashdatabase for hash-based carving (hashdb), (2) hierarchical Bloom filter trees (hbft) and (3) flat hash maps (fhmap).

**LMDB/Hashdb.** To store the considered blocks Garfinkel and McCarrin (2015) make use of hashdb, a database which provides fast hash value lookups. The idea of hashdb is based on Foster (2012) and Young et al. (2012). In 2018, the current version
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(3.11) introduces significant changes compared to the original version mentioned by Garfinkel and McCarrin (2015).

The former implementation of hashdb originally supported B-Trees. Those have been replaced by the Lightning Memory Mapped Database (LMDB) which is a high-performance and fully transactional database (Chu, 2011). It is a key-value store based on B+ Trees with shared-memory features and copy-on-write semantics. The database is read-optimised and can handle large data sets. The technique originally focused on the reduction of cache layers by mapping the whole database entirely into memory. Direct access to the mapped memory is established by a single address space and by features of the operating system itself. Storages are considered as primary (RAM) or secondary (disk) storages. Data which is already loaded can be accessed without a delay as the data is already referenced by a memory page. Accessing non-referenced data triggers a page-fault. This in turns leads the operating system to load the data without the need of any explicit I/O calls. In summary, the fundamental concept behind LMDB is a single-level store, the mapping is read-only and write operations are performed regular. The read-only memory and the filesystem are kept coherent through a Unified Buffer Cache. The size is restricted by the virtual address space limits of an underlying architecture. As mentioned by Chu (2011), on a 64 bit architecture which supports 48 addressable bits, this leads to an upper limit of 128 TiB of the database (i.e., 47 bits out of 64 bits).

HBFT. The concept of hierarchical Bloom filter trees (hbft) is fairly new. This theoretical concept was introduced by Breitinger, Rathgeb, and Baier (2014) and later implemented by Lillis, Breitinger, and Scanlon (2017). The lookup differs from the Approximate Matching algorithm mrsh-v2, as hbft only focuses on fragments to identify potential buckets of files. A parameter named $\text{min\_run}$ describes how many consecutive chunk hashes need to be found to emit a match. A good recall rate was accomplished for $\text{min\_run} = 4$. The tree structure is then traversed further if a queried file is considered a match in the root node. Each of the nodes is represented by a single Bloom filter which enables traversing the tree. A traditional pairwise comparison can be done at possible matching leaf nodes. For details of the actual traversing concept we refer to the original paper Lillis, Breitinger, and Scanlon (2017).

Just like previous mrsh implementations the lookup structure can be precomputed in advance. First, the tree is constructed with its necessary nodes. Then the database files are inserted. Thus, the time for construction can be disregarded in the actual comparison phase. More precisely, the tree structure is represented as a space efficient array where each position in the array points to a Bloom filter. The implementation uses a bottom up construction which fills trees from the leaf nodes to the root. The array representation does not store references to nodes, its children, or leaves explicitly. Every reference needs to be calculated depending on the index in the array. Efficient index calculations are only applicable for binary trees. The lookup complexity within the tree structure is $O(\log_x(n))$, where $x$ describes the degree of the tree and $n$ is the file set size.

FHMAP. Flat hash maps have been introduced as fast and easy to realize lookup strategies. Up to now, they have been discussed in different fields of application. Similar to hbft, the actual implementation of fhmap represents a proof of concept implementation with good capabilities but limited features.

\url{http://downloads.digitalcorpora.org/downloads/hashdb/hashdb_um.pdf} (last access 2021-08-01).
REVISITING THE DATABASE LOOKUP PROBLEM

The concept of flat hash maps is an array of buckets which contain multiple entries. Each entry consists of a key-value pair. The key part represents the identifier for the value and is usually unique in the table. An index of the bucket is determined by a hash function and a modulo operation. The position $i$ equates to: $\text{hash}(\text{key}) \mod \text{size(table)}$. A large amount of inserts into a small table causes collisions, where multiple items are inserted in the same bucket. A proper hash function needs to be chosen in order to maintain a lookup complexity of $O(1)$. The function needs to spread the entries without clustering. The amount of inserted items is denoted by the load factor, i.e., the ratio of entries per buckets. A high load factor obviously causes more collisions. The table becomes slower since the buckets must be traversed to find the correct entry. The lower the load factor the faster the table. However, more memory is required since buckets will be left empty on purpose. If a slot is full the entries are re-arranged.

The whole table is implemented as a contiguous (flat) array without buckets which allows fast lookups in memory. With linear probing the next entry in the table is checked if it is free. If not the next one is checked until either a free slot is found or the upper probing limit is reached. The table is re-sized as soon as a defined limit is reached. The default load factor of this table is 0.5. Specific features should speed up the lookup phase: open addressing, linear probing, Robin Hood hashing, prime number of slots and an upper limit probe count. Robin Hood hashing introduced by Celis, Larson, and Munro (1985) ensures that most of the elements are close to their ideal entry in the table. The algorithm rearranges entries: elements which are very far away will be positioned closer to their original slot, even if it is occupied by another element. The element which occupies this specific slot will also be rearranged from its possibly ideal slot to enable each element to have approximately equal distances for each element to its ideal position in the table. The algorithm takes slots from rich elements, which are close to their ideal slot, and gives those slots to the poor elements which are very far away, hence the name.

7.1.3 Feature Analysis

In what follows we shortly inspect the capabilities and properties of all considered techniques. We discuss the current state of each approach in the case of existing features and properties. Table 7.1 provides a summary of the discussed capabilities. Note, the marks (*) and (†) mean that these attributes are introduced or discussed, respectively, in the course of this work. For instance, an important extension in the case of fhmap is the integration of an appropriate chunk extraction and insertion technique.

- **Block Building.** In the case of hashdb the database building and scanning of images is now possible without the use of bulk extractor which was originally proposed to extract chunks. It builds and hashes the blocks with a fixed sliding window which shifts along a fixed step size $s$. Obviously this produces quite a lot of block hashes to be stored in the database. Similar to the original mrsh-v2 algorithm, the current hbft implementation identifies chunks by the usage of a Pseudo-Random-Function (PRF). As soon as the current byte input triggers a previously defined modulus a new chunk boundary is defined. The current implementation sticks to the originally proposed rolling_hash Breitinger and Baier, 2012b. Thus, the extraction of chunks relies on the current context of an input sequence and not on a previously defined block size. Those CTPH algorithms prevent issues by changing starting offsets of an input sequence.
### Table 7.1: Features of hashdb, hbft and fhmap.

<table>
<thead>
<tr>
<th>Feature</th>
<th>hashdb</th>
<th>hbft</th>
<th>fhmap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storing Technique</td>
<td>LMDB</td>
<td>Bloom filter tree</td>
<td>Hash table</td>
</tr>
<tr>
<td>Block Building</td>
<td>Fixed sliding window</td>
<td>Fixed size* / rolling hash</td>
<td>Fixed size* / rolling hash*</td>
</tr>
<tr>
<td>Block-Hashing</td>
<td>MD5</td>
<td>FNV-256</td>
<td>FNV-1</td>
</tr>
<tr>
<td>Multithreading</td>
<td>All phases</td>
<td>Block building*</td>
<td>Block building*</td>
</tr>
<tr>
<td>Multihit Handling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Add / Remove Hashes</td>
<td>✓/✓</td>
<td>Partially /†</td>
<td>✓/✓</td>
</tr>
<tr>
<td>Prefilter</td>
<td>&quot;Hash Store&quot;</td>
<td>Root Bloom filter</td>
<td>✓</td>
</tr>
<tr>
<td>False Positives</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Storing Type</td>
<td>Single-level storage</td>
<td>Primary storage</td>
<td>Primary storage</td>
</tr>
<tr>
<td>Not limited to RAM</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Persistent Database</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The fixed defined modulus $b_m$ approximates the extracted block size on average. Unlike hashdb or hbft, the fhmap implementation itself obviously does not feature any block building or hashing. As it will just serve as a container, we have to extend the capabilities to extract, hash and store fragments during evaluation.

- **Block-Hashing Algorithm.** In case of hashdb the authors propose the cryptographic hash function MD5 and an initial blocksize $b$ of 4 KiB. A value which is obviously inspired by the common cluster size of today’s file systems. hbft makes use of the FNV hash function to hash its chunks and sets 5 bits in its leaf nodes and the corresponding ancestor nodes. Since the root Bloom filter is considerably large, the adapted version of FNV which outputs 256 bits is required. Finally, fhmap makes use of FNV-1 for hashing an input.

- **Multithreading support.** With respect to multithreading support, hashdb (or *Lightning Memory Mapped Database*) allows multithreaded reading operations to improve the runtime performance. However, up to now, no theoretical or practical concepts are available to integrate multithreading support into hbft and fhmap, respectively. Nevertheless the block building phase may use multithreading for both hbft and fhmap.

- **Multihit handling.** hashdb associates hashed blocks with meta data. A meta data describes the count of matching files for a specific block. The saved counts are used to remove duplicates from a database and to rule out multi-matches in advance. In detail, all hashed blocks which have an associated counter value higher than one are removed (Garfinkel and McCarrin, 2015). The current prototypes of both hbft and fhmap do not provide any functionality of deduplication. Thus, a feature for filtering common blocks and common shared chunks is missing. We address this problem in Section 7.2 and extend both prototypes.

- **Add and remove hashes.** hashdb supports adding new hashes into a database (with integrated deduplication). First, the new files are split into blocks and hashed. Afterwards, hashes are inserted into the database. The implementation also supports deletion of hashes from a given database by subtracting a
database from the original. In order to insert new files into an existing hbft
database, the tree needs to be rebuilt with the new file hashes if the tree was
limited for the original file set. One can save the original block hashes in or-
der to avoid rehashing. The current concept of the structure does not provide
any functionality for deleting a given chunk hash. This is obviously primarily
cased by the nature of Bloom filters. The original implementation of fhmap
supports adding and deleting entries by default. After determining the index
in the table, the entries are re-arranged as soon as a slot is full. After adding or
deleting, the table is optionally re-sized to a final load factor of 0.5.

- **Prefiltering of non-matches.** hashdb provides prechecking by a Hash Store. A
  Hash Store is described as a “highly compressed optimized store of all block
  hashes in the database”. In the case of hbft the root Bloom filter provides
  an easy discrimination between a match and a non-match and thus yielding
  prefiltering of non-matches. The current version of fhmap does not provide
  any prechecking or prefiltering mechanisms. The additional implementation
  of a Bloom filter may solve this problem and is the object of future research.

- **False Positives.** Similar to a probabilistic lookup strategy like Bloom filters,
  the currently proposed Hash Store of hashdb causes false positives. Even if
  the concept of prechecking produces false positives, hashdb still performs a
  complete lookup of the queried hash value. Thus, the overall lookup does
  not suffer from any false positives. A major disadvantage of utilizing a proba-
  bilistic lookup strategy like in case of hbft is the possible collision of lookups.
  Thus, the lookup strategy suffers from false positives. The expected value of
  false positives is controlled by the size of the root Bloom filter and the handled
  amount of inserts. As fhmap performs a full lookup on the stored hash values,
  the approach does not suffer from any possible false positives.

- **Limited to RAM.** The current implementation of hashdb integrates capabil-
  ities of loading and storing entries from and to a disk. Thus, the approach
  is not limited to any memory boundaries. The overall design and construc-
  tion of the hbft tree heavily relies on the memory constraints. The original
  implementation was created as a RAM-resident solution only. The proposed
  parametrization and initialization mainly focuses on memory boundaries of a
  target system. In the case of fhmap, the structure of the contiguous array is di-
  rectly created in memory and thus, the current approach is limited to the given
  memory boundaries of system.

- **Persistent Database** The database of hashdb is persistent. The current imple-
  mentation of hbft offers the possibility to save and load a database to and from
  a disk. The recent prototype of fhmap was only proposed as a simple proof of
  concept. No features for saving or restoring a disk-based database have been
  considered so far.

### 7.2 Extensions to HBFT and FHMAP

In this section we discuss our candidates hbft and fhmap with respect to both al-
ready implemented and potential future extensions. The extended code is available

[2](http://downloads.digitalcorpora.org/downloads/hashdb/hashdb_un.pdf) (last access 2021-08-01).
for both hbft\(^3\) and fhmap\(^4\). In contrast, hashdb already fulfills most of the required capabilities and is the only ready-to-use approach for our considered context. In Section 7.2.1 we first discuss strategies for the handling of multihits in the case of hbft, benchmark them, and depict a proper candidate. In Section 7.2.2 we discuss the possible multihit prevention via deduplication for fhmap. The integration of persistence for fhmap will not be outlined in detail in the course of this work. In Section 7.2.3 we discuss the chunk extraction process in the case of hbft and fhmap. We will additionally introduce a concept for the parallelization of the chunk extraction via a rolling hash function. Finally, we will outline in Section 7.2.4 some theoretical extensions and thoughts.

7.2.1 Multihit Prevention hbft

The prevention of multihits (i.e., the filtration of common blocks) could be differentiated at the construction or the lookup phase. In the following we discuss two approaches of multihit prevention, one realized during the construction phase and one during the lookup phase.

TREE-FILTER BASED. By the utilization of a temporary hbft for each file, multihit chunks could be marked during the construction phase. Each file is processed sequentially one after another. As can be seen in Figure 7.1, a temporary hbft stores the chunks of a currently selected file. The following files are compared against the temporary hbft. A multihit is highlighted within the tree by a counter. The currently compared chunk of a processed file is also labelled with a counter. After processing all of the subsequent files, unique chunks of the current tree are saved into a global hbft. The next file generates a temporary hbft again. However, only chunks with a zero counter are considered during the pass. The final tree stores unique chunks in different leaf nodes. Thus, it could be guaranteed that the tree does not feature the same chunk in a different leaf node.

\(^3\)https://github.com/ishnid/mrsh-hbft (last access 2021-08-01).
\(^4\)https://github.com/skarupke/flat_hash_map (last access 2021-08-01).
REVISITING THE DATABASE LOOKUP PROBLEM

Obviously, this approach has a higher building time but offers additional features. A possible advantage of utilizing counters for each chunk could be the definition of a threshold for accepted multihits. Thus, by the definition of a threshold a tree is generated which stores the maximum amount of elements in each leaf node. This enables identifying chunks related to multiple files. Considering an interleaved multihit between two unique hits, an investigator could infer the gap between both.

GLOBAL-FILTER BASED. A straightforward approach could be the utilization of a separate Bloom filter which represents all multihits for a target file set. Therefore, two Bloom filters are generated with an adequate size (i.e., a size which respects an upper limit of false positives).

As shown in Figure 7.2, a single global Bloom filter stores all chunks of a file set. A second global multihit Bloom filter will store all multihits for a corresponding set. A temporary local Bloom filter is generated for a specific file and gets zeroed out before another file will be processed. The local filter enables distinguishing multihits within a file itself. Recalling the informal definition of a multihit, a multihit within a file itself but with no matches in other files could still be used for unique identification and is desired to keep. The local filter emits possible multihits on a file base. Those are ignored and not further processed in the global filter. If a chunk is neither in the local filter, nor in the global filter, it will be inserted in the global filter. We consider such a chunk as a unique chunk until proven otherwise. If a chunk is already in the global filter, an identical chunk has been seen before. Such a chunk will be further considered as a multihit and gets inserted into the multihit filter. This process is repeated for each file. The result is a global filter which stores all occurred multihits. A set (including multihits) could be stored in a global hbft with an additional check against the multihit filter. An additional step of deduplication could shift the prevention of multihits to the construction phase.

EVALUATION AND SELECTION. We benchmarked the two introduced approaches in the case of construction and lookup runtime. For our benchmark we make use of the t5-corpus and each node in the tree will represent one file of the corpus. The corpus consists of 4,457 files with a total size of approximately 1.9 GiB. The interface was extended to additionally handle a single large image as input. We constructed an image by concatenating all 4,457 files of the set. The amount of extracted chunks by the utilization of the rolling_hash with a block size \( b = 160 \) produces 8,311,785 chunks. In total 457,793 of the chunks are multihits (shared in more than one file).

Figure 7.3 outlines the results of the benchmark. The construction phase does not differ for the file or image lookup. The prevention is handled during the construction phase.

\(^5\) performed on a laptop with Intel I7 2.2 GHz, 8 GiB of RAM and a SSD

\(^6\) http://roussev.net/t5/t5.html (last access 2021-08-01).
phase, as we focus on an improved lookup performance. The deduplication handling causes longer construction times in both cases. The tree filter approach clearly exceeds the global filter approach in terms of construction time. Depicting an appropriate candidate (i.e., Tree-filter or Global-filter) is a trade off between performance and matching capabilities. By the utilization of a global filter, we loose the ability to match multihits to their root files.

Lookup timings are identical for both techniques as both approaches filter multihits before the construction of the tree. Once the search for a file hits a leaf node it can be assumed that the query will not match any other leaf nodes. This holds true considering the false positives caused by the probabilistic Bloom filters. Even if it depends to the overall use case how often a filter has be rebuilt from scratch, the time needed to construct a tree filter becomes intolerable for larger data sets. Therefore, this enhancement will not be pursued any further and we propose the usage of a global filter.

### 7.2.2 Multihit Prevention fhmap

Originally and naturally, hash tables do not feature our considered handling of multihits by design. Each of the inserted keys should be unique. Implementations behave differently upon multihit insertions. Some databases will simply overwrite existing values, while others will not insert the value at all as soon as a key is already occupied. However, there are hash tables which support duplicated keys. This section presents an algorithm which prevents multihit insertions in any hash table.

Each inserted chunk is represented by a hash value, i.e., the actual key. The value of the corresponding key is a reference to the filename from which the chunk originates. We assume that the corresponding chunks are multihits if two hash values are identical. In order to rule them out in the final database, each chunk will be looked up first. If a key is not in the table it can be safely inserted. If a key is already present in the table it is very likely a multihit. As already explained, multihits which occur in a file itself, but not in any other file, should be kept. If the found value of the key (i.e., the filename) is equal to the value of the key which needs to be inserted, it is a multihit in a file itself. The insertion is ignored since the chunk is already represented in the table. If the found value is not equal to the query value, the chunk is a multihit within the file set. The entry will be marked as a duplicate in the table. This procedure is done for all chunks in the file set and comparable.

In the second processing step each entry is checked for the duplicate mark. If a mark is found the entry will be deleted from the hash table. This algorithm also
reduces the amount of inserted chunks while keeping unique insertions only. Fewer insertions also means less collisions and the increase of lookup speed. We will inspect the runtime, also in terms of deduplication, in the following section. Keeping the multihits is possible and would be comparable to the concept of hashdb which keeps internal counters to inserted chunks. However, this would force the database to handle multihits during the lookup phase.

7.2.3 Chunk Extraction hbft and fhtmp

Chunk extraction means the following. A given input sequence of bytes is divided into chunks by the definition of a fixed modulus \( b \) (common values are \( 64 \leq b \leq 320 \) bytes). The extraction algorithm iterates over the input stream in a sliding window fashion, rolls through the sequence byte-by-byte, and processes seven consecutive bytes at a time. A current window is hashed with a rolling hash function, which returns a value between 0 and \( b \). If this value hits the value \( b - 1 \), a trigger point is found and thus defines the boundary of a current chunk.

We consider an example of block building and querying an image of 2 GiB. Reading in the image, constructing the block hashes via rolling_hash, and hashing the blocks via FNV-256 takes approximately 43 seconds. Querying each chunk against the hbft takes approximately 8.5 seconds (with each chunk present in the hbft). Thus, the extraction without lookup takes about 83.4 % of the overall query time for a single process.

Besides the evaluation of lookup strategies, we also discuss the possible parallelization of the extraction process itself. A possible parallelized version of the rolling_hash is depicted in Figure 7.4. We evenly split the input \( S \) into parts \( P_i \) which start at byte \( s_i \) (offset) and end at \( e_i \) (offset). The split blocks are further processed by a rolling_hash function which subsequently defines the chunk boundaries within each block. Thus, each \( P_i \) contains 0 or more chunks \( C_i \). The challenge arises at each chunk boundary, i.e., the last chunk in \( P_i \) and the first in \( P_{i+1} \) (marked red). The chunk boundaries are implicitly defined by the block boundaries and do not match with the original chunk boundaries of \( S \). The naive alignment of blocks, which would set the start address of a block to the end address of a subsequent block (i.e., \( s_{i+1} = e_i \)), would process chunks at the borders incorrectly (e.g., compared to non-parallelized processing of \( S \)). To produce consistent chunk boundaries in the parallelized and non-parallelized version, we could move the starting point into the range of a preceding block. This would create an overlap which gives the rolling_hash a chance to re-synchronize. We could also run over the end \( e_i \) until we identify a match with the leading chunks of its successor (i.e., block processed by \( P_{i+1} \)).

Evaluation rolling hash. Our prototype implementation uses the producer-consumer paradigm. The image is read as a stream of bytes by the main thread. Depending on the amount of cores the first \( \text{image\_size} / \text{cpu\_num} \) bytes are read. Those bytes are passed to a thread which performs the rolling hash algorithm and hashes identified blocks. In parallel, the next \( \text{image\_size} / \text{cpu\_num} + \text{overlap} \) bytes are read and processed by another thread. In Table 7.2 times needed to process a 2 GiB image into block hashes with and without threading are shown. In the case of multi-threading, the time needed for resynchronization is already included. Obviously the needed CPU time will increase since it is spread over multiple threads. The actual elapsed time is remarkably lower. A speedup of approximately 30 seconds can be
achieved. This increases the processing speed by a factor of 3.2 by keeping consistent block boundaries. The query could be parallelized as well, but was not implemented in the course of this work.

### 7.2.4 Theoretical Extensions

This subsection will continue with an analysis of possible extensions which have not been integrated.

**NEW FILE INSERTION IN HBFT.** Adding new elements to a hbft is considerably easy, as long as the tree does not reach a critical load factor. A naive approach is the initial design of an oversized tree structure to create additional empty leaf nodes. A parameterization always has to consider the impact on the overall false positive rate. The new files can then be split into blocks and hashed into the tree. The already introduced Global-filter can be used to filter multihits with low dependencies. Therefore, only the original global and multi Bloom filters have to be updated and saved after a finished session. With a further growing amount of additional files being inserted, the empty leaf node pool will starve and the false positive rate for the structure will become unacceptable. At this point the database needs to be resized and rebuilt. Original block hashes can be saved to disk to shorten the build time. However, in many cases, this suggestion is infeasible. Adding additional files to the tree requires careful and storage-intensive pre-planning. Most of the times the database is optimized for a given file set. Introducing empty leaf nodes possibly adds additional levels to the tree. This pessimistic growth would slow down the lookup phase and adds memory overhead which could indeed never be required.

**FILE DELETION IN HBFT.** Hashes cannot be deleted from Bloom filters (except Counting Bloom filters). This in turn leads to the major drawback that hbft structures need to be partially rebuilt without the deleted file. In order to delete a specific file from the data structure, all related nodes from a leaf node up to its final root
node are affected. Such affected filters need to be deleted and re-populated again. Also file chunks which are represented by the affected nodes need to be re-inserted again. Lastly, Concerning the depicted tree structure in Figure 7.5, every file hash is needed since the root filter holds the block hashes for every file in the set. Splitting the root node into several filters would reduce the amount of recreated hashes from scratch. During a lookup, this would requiring horizontally processing a sequence of root-filters first. Figure 7.5 describes the problem of deleting files in a hbft structure. Deleting a file from the tree comes with considerable effort and computational overhead.

7.3 EVALUATION

The following performance tests focus on a runtime comparison between hashdb, hbft and fhmap. Each phase ranging from creating a database to the actual lookup is measured individually. Beside the overall Memory Consumption (7.3.2), we consider three major phases: Build Phase (7.3.3), Deduplication Phase (7.3.4) and Lookup Phase (7.3.5). The assessment of required resources and performance limitations of the candidates should respect the proposed environmental conditions. In particular, the considered techniques are scaled for specific environments where hashdb explicitly targets large scale systems with multiprocessing capabilities. Even if the presence of an adequate infrastructure is a considerable assumption, we aim for similar evaluation conditions and therefore will limit resources (e.g. the number of processing cores). Again, it should be clear that hashdb as a single-level store clearly stands out compared to our memory-only candidates hbft and fhmap. However, we strive for a comprehensive comparison in our introduced use case by including a fully-equipped database with desirable features.

7.3.1 Testsystem and Testdata

Testsystem. All of the tests were performed on a laptop with Ubuntu 16.4 LTS using an underlying ext4 filesystem. The machine features an Intel I7 Processor with 2.2 GHz, 8 GB RAM, a built-in HDD, and a built-in SSD. After each evaluation run the memory and caches have been cleared in order to avoid runtime or storage benefits in a subsequent evaluation pass (i.e., we make use of a “cold” machine). Each test was repeated three times and the results have been averaged. Building and lookup phases are influenced by the underlying storage drive. A benchmark of both drives reported a read data rate of 128 MiB per second for the HDD and 266 MiB per second for the SSD. Thus, reading a 2 GiB file into memory takes approximately 16 seconds from the HDD and eight seconds from the SSD. We further used the SSD throughout the following tests. Both drives have been benchmarked using the Linux tool htop.
7.3 Evaluation

Tests are performed on random data and synthetic images. The considered file set consists of 4,096 files. Each file has a size of 524,288 bytes resulting in an image of 2 GiB. The image was created by concatenating all files together. We depict a global blocksize $b$ of 512 bytes for all candidates and all tests. This should lead to a comparable compression rate and equal treatment in different phases of processing. Since each file is a multiple of $b$ in length, a fixed-size extraction of blocks will not have to cope with any alignment issues.

Further Extensions. Fixed block size hashing was additionally implemented for hbft and fhmap to allow for a uniform comparison. However, the originally proposed chunk hashing function FNV-256 remained unchanged. FNV-1 is used for fhmap since the length of FNV-256 is not necessary. In case of the parallelized rolling hash all cores can be kept busy as long as the process of reading is faster than the actual processing of extracted chunks. If the wait time for I/O is slower than the processing time, only one thread will process the image blocks. Remaining cores will not be utilized and the block building is bottlenecked by a slow I/O bus. Hashdb can operate multi-threaded in all reading steps. As introduced in the course of this work, hbft and fhmap feature multi-threading in the block building phase only. To allow a comparison, timings for single-threaded usage of hashdb is given as well, where hashdb implements a check of available system cores. This function was temporarily altered to always return a value of one. However, the implementation uses a producer-consumer approach and will spawn an additional thread anyways. By the usage of taskset we finally forced the execution on a single core.

7.3.2 Memory Consumption

The three approaches feature different memory requirements. After ingesting the 2 GiB test set hashdb produces files totalling 405.9 MB on disk. Since there is no theoretical background to calculate the data structure’s size in main memory, it is approximated using the top command. The in memory size of the structure is about 900 MB.

In the case of fhmap, the author mentions some storage overhead for the handling of key-value-pairs. The overhead will be at a minimum of eight bits per entry and will be padded to match with the actual key length. Assuming a key length of 64 bit, then the overhead for fhmap would be 64 bit as well. Assuming the test set of 2 GiB with a block size $b = 512$, then the total amount of blocks $n$ will be 4,194,304. The total size $s$ in main memory with a load factor of 0.5 would then result in $s = \frac{n \cdot 64 \text{bits}}{0.5} \approx 200 \text{MiB}$. The allocation size on disk would be halved to approximately 100 MiB caused by the load factor.

The size $s$ of a hbft depends on various parameters and is mainly influenced by the data set size $\mu$, the block size $b$, and a desired false positive rate $fpr$. In our scenario we approximate the root filter size for the parameters $\mu=2$ GiB, $b=512$ and $fpr=10^{-6}$. This would lead to an approximated root filter size of $m_1 = \mu * 2^{15.84} \approx 14$ MiB. The tree consists of $\log_2(4096) = 12$ levels. Thus, the total amount of needed memory is approximately $12 \cdot 14$ MiB = 168 MiB. The size on disk will be approximately the same since the array and corresponding Bloom filters need to be saved. For further details of the hbft parametrization and calculation, we refer to Lillis, Breitinger, and Scanlon (2017).

7https://probablydance.com/2017/02/26/i-wrote-the-fastest-hashtable/ (last access 2021-08-01)
An overview of the required storage for each technique can be seen in Table 7.3.

<table>
<thead>
<tr>
<th>Technique</th>
<th>DISK</th>
<th>RAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>hashdb</td>
<td>405.9 MiB</td>
<td>900.0 MiB</td>
</tr>
<tr>
<td>fhmap</td>
<td>100.0 MiB</td>
<td>200.0 MiB</td>
</tr>
<tr>
<td>hbft</td>
<td>168.0 MiB</td>
<td>168.0 MiB</td>
</tr>
</tbody>
</table>

Table 7.3: Harddisk and memory consumption of hashdb, fhmap and hbft for processing 2 GiB of input data.

In conclusion, hbft is the most memory-efficient approach, followed by fhmap and hashdb. Nevertheless, it should be noted that only hashdb is able to work with databases which do not completely fit into RAM. In contrast hbft and fhmap will only work if the databases fit into RAM.

7.3.3 Build Phase

The creation of a database consists of several steps including the initialization of the different structures for data storage and handling. The extraction of blocks by splitting an input stream is considered for fixed blocks (similar to hash-based carving) or varying blocks (similar to Approximate Matching). In detail, we integrated a fixed-block extraction (fi) and the extraction per rolling_hash (ro) for hbft and fhmap. Afterwards, in all cases the blocks are hashed. In the case of hashdb MD5 is used while hbft and fhmap use FNV-2561 and FNV-1 respectively.

The overall runtime for a single-threaded execution is presented in Figure 7.6a. Results for both block building approaches are displayed and evaluated in the case of hbft and fhmap. The high discrepancy of runtime in the case of hashdb is also caused by the setup of its metadata and relational features. The high difference from CPU to real time is related to read and write operations. Figure 7.6b shows the results for a multi-threaded execution (eight threads). The timings for the hbft and fhmap block building algorithms keep constant since multithreading is not yet implemented in the building phase. With the utilization of eight threads, hashdb cuts down its processing time tremendously. However, the approach is still slower than both block building algorithms of hbft and fhmap.
Recalling the utilized set of random data, randomly generated data does not feature any multi hits and thus, nearly all of the extracted chunks result in unique hits. Our considered version of hashdb allows deduplication of an existing database per configuration. The associated counter value for all hashed blocks are checked and all blocks with a value higher than one are deleted. The remaining chunks are written to a new database which finally ensures unique matches during lookup. The size of the newly established database stays the same. The introduced and implemented multihit mechanisms of hbft and fhmap in Section 7.2 are executed in memory only. The runtime results of the deduplication phase are displayed in Figures 7.7a and 7.7b.

Timings do not differ remarkably for single- or multi-threaded scenarios. The deduplication procedure for hashdb is slightly slower since it needs to read the database from disk first. As the rolling hash produces less blocks than a fixed-size extraction, the overall amount of inserted chunks decreases and thus, the runtime of deduplication improves. The fast deduplication time of fhmap is caused by three facts: First, there are no special structures which have to be additionally set up or evaluated. Second, the deduplication happens in the building phase as well, so there is no clear separation in building and deduplication for hash tables. Lastly, the random set does not feature any multi hits. hashdb and hbft need to process their temporary databases and filter out multi hits before inserting unique chunks in the actual database. In the case of fhmap, previously marked multihit-entries are simply deleted from the database.

The lookup consists of splitting an image into blocks, hashing those blocks, and querying them against the database. As we are only interested in efficiency (but not in detection performance), we make use of a simple approach to simulate full and partial detection scenarios. We create four different images which are queried against the databases. All images have a fixed size of 2 GiB. Each of the four images is constructed to match either 100 %, 75 %, 50 %, or 25 % of the database. Again we point out that the different file matching sizes are only used to investigate the efficiency behaviour dependent upon different matching rates, i.e., the matching rate is the input parameter. Images with matching rates below 100 % are partially filled with random bytes to reach the desired size of 2 GiB. The size of every inserted file
is a multiple of $b=512$ bytes. Thus, images are crafted which do not cause alignment issues for a fixed-block extraction. It has to be considered that the rolling hash produces less blocks which additionally vary in size.

Results of the benchmark are shown in Figure 7.8. In Figure 7.8a and Figure 7.8b the lookup performance in the case of single-threaded evaluations is shown. Figure 7.8c displays the parallelized version with a total amount of eight running threads.

As shown, fhmap features the fastest lookup followed by hbft and lastly hashdb. The results underline the performance of fhmap in all cases and the impact of fixed blocks, in contrast to the overhead caused by computing a rolling hash. A significant speeding up is gained by our proposed parallelization of the rolling hash. The plot shows stable lookup results for all matching rates with fhmap outperforming its competitors. Lookup times for hbft and fhmap increase slightly by a rising matching rate. The lookups of hashdb are higher due to its complex internal structure.

Pre-filters for hbft and hashdb speed up the lookup time for non-matches notably. In the case of hbft the root Bloom filter will rule out non-matches instantly. Otherwise, a query needs to inspect subsequent nodes, shown by the slightly increased lookup times for higher matching rates. If a chunk does not match hashdb’s compressed Hash Store the actual database is not queried either. A Hash Store claims to have a false positive rate of 1 in 72 million with a database containing 1 billion hashes. However, every hash will be queried against this store first before searching the actual database. The presented flat hash map does not feature any pre-filtering so far. Each key will be queried against the database. Tests performed with different sized databases did not differ remarkably.

7.4 DISCUSSION

Our result is that fhmap is best in terms of runtime performance and applicability. hbft showed a comparable runtime efficiency in the case of lookups, but hbft suffers from pitfalls with respect to extensibility and maintenance. Finally, hashdb performs worst in case of a single core environment in all evaluation scenarios, however, it is the only candidate which offers full parallelization capabilities and transactional features.

In this work we discussed and evaluated three different implementations of artefact lookup strategies in the course of digital forensics. Several extensions have been proposed to finally perform a comprehensive performance evaluation of hashdb,
hashdb, hbft, and fhmap. We introduced concepts to handle multihits for hbft and fhmap by the implementation of deduplication and filtration features. Moreover, we interfaced fhmap with a rolling-hash-based extraction of chunks. For a better comparison with hashdb, we additionally parallelized the extraction of chunks.

Results show that fhmap outperforms hbft in most of the considered performance evaluations. While hbfts are faster than hashdb in nearly all evaluations, the concept introduces false positives by the utilized Bloom filters. Even if hbfts have small advantages in the case of memory and storage efficiency, their complexity, fixed parametrization, and limited scope of features make such an advantage negligible. However, specific use cases with tight memory constraints could make hbfts still valuable.

Discussions of hashdb in terms of performance should consider the underlying concept of single-level stores. Shifting the discussion to offered features and a long-term usage with an ongoing maintenance, hashdb and fhmap are more suitable. One thing to note is that hashdb is the only implementation that is able to deal with databases which do not fit into main memory. In addition, it supports transactional features.

In Table 7.4 a final comparison of all three candidates in terms of performance and supported features is given. The final overview underlines the trade-offs between the concepts, where fhmap shows a constant performance in most of the mentioned categories.

A concept similar to single-level stores for digital artefacts with stable results in all of the mentioned categories is desirable. Where most of the considered challenges rely on an high amount of engineering effort first, the direct integration of a multihit prevention into a single-level store could be an interesting field of research. Concepts to close the gap between performance-oriented memory-resistant lookup strategies and transactional databases are needed.

<table>
<thead>
<tr>
<th>Feature</th>
<th>hashdb</th>
<th>hbft</th>
<th>fhmap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multithreading</td>
<td>++</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Add Hashes</td>
<td>++</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>Remove Hashes</td>
<td>++</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>Limited to RAM</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Transactions</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Persistent Database</td>
<td>++</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Prefilter</td>
<td>+</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>False Positives</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Memory Usage</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Build Phase (Single)</td>
<td>-</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Build Phase (Multiple)</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Deduplication Phase (Single)</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Deduplication Phase (Multiple)</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Lookup Phase (Single)</td>
<td>-</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Lookup Phase (Multiple)</td>
<td>0</td>
<td>++</td>
<td>++</td>
</tr>
</tbody>
</table>

Table 7.4: Final comparison of hashdb / hbft / fhmap in the case of performance and offered features.
8.1 INTRODUCTION

In this chapter we will further inspect the possible adaptation of the previously presented mrsh-mem scheme in the course of binary matching and advantages by the utilization of a multi-layered extraction scheme for code-related artefacts.

Different approaches have been introduced for identifying an unknown binary, classifying malicious code or identifying reused code. Among those approaches Approximate Matching techniques have been suggested. Those algorithms play an important role in security and in the field of digital forensics. In the last years new schemes and variations have been proposed. However, the application of those algorithms on executable binaries often showed divergent results. Even if predominant implementations like ssdeep (Kornblum, 2006) are widely used, its applicability is often discussed and extended evaluations were necessary. Recent research (Pagani, Dell’Amico, and Balzarotti, 2018) underlines the reasons for this inconsistency in reputation and perceived usability. Originally developed for the task of data reduction, fragment detection, or similarity analysis of digital corpora, many fuzzy hashing schemes are not able to deal with the variety of a binary lifecycle. Newer schemes consider a possible randomization of the underlying sequences and damp occurring variances on a byte-level. Especially tlsh (Trend Micro’s Locality Sensitive Hashing) has major advantages in the case of robustness, as the underlying scheme compensates for variances by the extraction of n-gram features and by a frequency-based similarity matching.

The conceptual lifecycle of code introduces a variety of optional or mandatory modifications. Those could have different impacts on the underlying byte structure and thus, mainly influence the capabilities of fuzzy hashing schemes. As shown in Figure 8.1, modifications could occur at different stages of programming, building, linking, and loading. Examined from a benign perspective, the possibilities of modification are manifold and their occurrence is very likely. The given overview casually outlines the obvious fact that a broad variety of modifications do not have to be malicious at all. Even considerable small changes in the compiler configuration heavily influence the underlying byte representation (e.g. by the adaptation of compiler flags). The introduced pitfalls only belong to the bare benign cases, where maliciously motivated obfuscation adds a new dimension of challenges that a scheme should deal with.
CONTRIBUTIONS. In this chapter we introduce apx-bin, an Approximate Matching scheme for the task of binary similarity matching. Different schemes have been constantly proposed and promoted in the course of digital forensics. Some schemes have been utilized for the task of binary analysis. In Section 2.1.1 we have already given a short overview of four different schemes and summarized related research. We focus on schemes recently evaluated by other research, where authors gave valuable insights into the backgrounds of ambiguous matching results. Therefore, three different scenarios are suggested, reflecting several phases of a compilation pass (Pagani, Dell’Amico, and Balzarotti, 2018). Our approach is based on mrsh-mem, an algorithm introduced in Chapter 5. A short summary of the utilized evaluation scenarios and their key findings can also be found in Section 2.1.2.

In Section 8.2 we will summarize the key properties of mrsh-mem, to add new functionalities of feature selection, and to integrate a multi-layered extraction. We are able to prove several statements of Pagani, Dell’Amico, and Balzarotti (2018) by the definition of a provisional score-model in Section 8.2.1. Moreover, our pre-evaluation underlines the difficulty of withstanding all introduced challenges. In Section 8.2.2 we define our proposed scheme and the beneficial distinction between code- and data-related features. The evaluation of our prototype will be discussed in Section 8.3. As demonstrated, our proposed candidate outperforms four competitive fuzzy hashing implementations in most of the considered tests. In addition, we further extended the originally proposed scenarios by a set of new evaluation binaries, presented in Section 8.3.4. However, the overall strength of the approach is the stable inference and matching capabilities across all scenarios. Finally, we conclude this chapter and postulate future improvements in Section 8.4.
We will shortly summarize previous findings and newly introduced concepts. The original mrsh-v2 scheme is a member of Context-Triggered Piecewise-Hashing (Breitinger and Baier, 2012b) and operates on the byte sequence of a given input. A given sequence is divided into chunks by the definition of a fixed modulus $b$ (common values are $64 \leq b \leq 320$ bytes). The algorithm iterates over the byte stream in a sliding window fashion, rolls through the sequence byte-by-byte, and processes seven consecutive bytes at a time. A current window is hashed with a PRF which returns a value between 0 and $b$. This value defines the trigger point and thus defines the boundary of a current chunk. If the PRF behaves pseudo random, the probability of a hit is reciprocally proportional to $b$ and each chunk is approximately the size of $b$ bytes. In the case of mrsh-v2, the authors utilized a fast rolling hash function. A defined chunk is afterwards hashed with a CHF and the hashes are stored in a Bloom filter (Bloom, 1970).

The overall concept shows two major weaknesses: First, even small adaptations to the underlying byte structure could cause the definition of completely different chunk boundaries by the utilized PRF. Second, even if the chunk boundaries are not directly influenced by a differing byte, a single byte modifies a current sequence and thus, the extracted chunk hash value generated by the CHF.

In the case of mrsh-mem the technique does not process the raw byte sequences ($B$), but rather a mapped (mnemonic) stream ($M$). For a better overview of the following explanations we refer to Figure 8.2. To map a varying sequence of bytes to a single representative we utilize the trained prefix tree of $x86$ and $x64$ ground truth assemblies of approxis. In a nutshell, the trained model returns a mnemonic and a corresponding instruction length.

The integration of an approximate disassembler empowers the mrsh-mem tool to not only map sequences of bytes to integerized mnemonics, but also provides the opportunity to differ between code and data. The authors proposed the additional extraction of bi-gram frequencies to support the decoding process. The concept of code detection relies on those extracted frequencies. Besides the mapping of a sequence of bytes, a currently translated mnemonic and its predecessor are looked up. A probability for a current pair is determined and this determined value of code confidence is stored into a separate buffer ($C$).

The sliding window iterates over mapped bytes instead of the raw bytes. Considering relocations and small adaptations, this damps occurring changes on a byte-level and stabilizes the extraction of chunks by a utilized PRF. As soon as a chunk boundary is defined, mrsh-mem hashes the sequence of mapped bytes with a CHF. Common CHFs are MD5, SHA or FNV-1a, where mrsh-v2 and mrsh-mem utilize FNV-1a. Lastly, all chunk hashes are translated into a digest. In the case of mrsh-mem, a single large Bloom filter is used to store the hash values.

The current implementation supports several parameters which should be considered. The approximated chunk size could be controlled by the fixed modulus $b$. A depicted default value of $b = 64$ should lower the impact of smaller fragmentations. As already mentioned, within the buffer $C$ the values of confidence are stored for two subsequent mappings (bi-grams). The probabilities are saved as absolute logarithmic odds (logit). Offsets with a value of confidence below 30 are considered as possible code offsets within $M$. Inspecting our example in Figure 8.2, all elements are considered as code offsets, as the values range between 8 and 15.

In the course of mrsh-mem, chunks with at least 30% of the mappings considered to be code offsets are filtered, where code offsets are defined by a threshold $\tau_{\text{min}}$. The
ratio of considered code offsets to the overall amount of offsets is also denoted as the code coverage $c$.

8.2.1 Pre-Evaluation

To further prove and inspect the impact of data- or code-related feature selection, we adapt the original mrsh-mem implementation in two ways:

1. **Selection of chunks.** To control the feature selection process we extend the original and code-based extraction by an extended parametrization. We do not solely focus on the extraction of code fragments and instead consider chunks of both types. In detail, we adapted the process of chunk extraction by the possible distinction of its code coverage $c$. By extending the minimum value of code coverage $\tau_{\text{min}}$ with an additional maximum value of code coverage $\tau_{\text{max}}$ we could control the feature selection process in terms of code- and data-selection. Defining a parameterized range of coverages (i.e., $\tau_{\text{min}} \leq c_i \leq \tau_{\text{max}}$) empowers us to inspect and reassess the previously mentioned impact of feature selection across all scenarios during our pre-evaluation. A parametrization of $\tau_{\text{max}} = 100$ and $\tau_{\text{min}} = 0$ would lead to the extraction of all chunks.

2. **Multi-layered extraction.** We not only extract the mapped buffer of mnemonics but also further process a chunk in its byte-representation. As the original mrsh-mem approach utilizes the extraction of the mnemonic buffer $M$ only, we additionally extract the original byte buffer $B$ of a selected chunk. Both chunks are hashed by the CHF and stored into a Bloom filter. In the case of comparing a file against a digest, we additionally weigh chunk hits on a byte-level by a factor of 1.5. Scores on a mnemonic-level are kept unchanged and treated as less meaningful. This should damp collisions caused by the mapping of the byte sequences into an intermediate and simplified representation.

**Score of the Pre-Evaluation.** We propose the multi-layered extraction of chunks with additional steps of feature selection. We define a provisional score-model over two final sequences of extracted chunks. The preliminary similarity score $\text{sim}_{\text{pre}}$ is shown in Equation 8.1. The total amount of extracted chunks is denoted as $z$. Hits are already represented by their previously determined values of coverage: A sequence of hits extracted from the mnemonic buffer (i.e., $\langle m_0, m_1, \ldots, m_{y-1} \rangle$) and a sequence of hits (i.e., $\langle b_0, b_1, \ldots, b_{y-1} \rangle$) extracted from the byte buffer. We weight scores on the byte-level by a factor of 1.5. The overall score tends to overshoot. We define an additional cut-off function which limits the score to a maximum value of 100. By varying the values of $\tau_{\text{max}}$ and $\tau_{\text{min}}$, we could inspect the dependencies of feature selection.

$$\text{sim}_{\text{pre}} = \min \left( \frac{\sum_{i=1}^{y} f_c(b_i) \cdot 1.5 + \sum_{i=1}^{y} f_c(m_i)}{z}, 100 \right),$$

where $f_c(x) = \begin{cases} 1, & \text{if } \tau_{\text{min}} \leq x \leq \tau_{\text{max}} \\ 0, & \text{else} \end{cases}$ and

$$\forall x, y \in \mathbb{R} \left( \min(x, y) = \frac{x + y - |x - y|}{2} \right).$$ (8.1)
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Figure 8.3: Scenario I. Library identification 1. Object-to-program - whole object file. (Labels specify depicted values of $\tau_{\text{max}} - \tau_{\text{min}}$)

Figure 8.4: Scenario I. Library Identification 1. Object-to-program - text section. (Labels specify depicted values of $\tau_{\text{max}} - \tau_{\text{min}}$)
LIBRARY IDENTIFICATION. We inspect the influence of feature selection for the Object-to-Program Comparison of Scenario 1. In Figure 8.3 the results of matching a whole object file against a library are presented. As can be seen, the plots visualize solid similarities by the extraction of code fragments (i.e., $\tau_{\text{min}} \geq 40$). Shifting the focus to non-code-related fragments decreases the similarity scores significantly. In Figure 8.4 the results for matching only the text sections to a library file are shown. Considering the processing of a text section (i.e., a section which mainly consists of code) the plots illustrate that fewer features could be extracted. This is obvious, as by shifting the feature extraction to data-related features (i.e., $\tau_{\text{max}} \leq 80$) will be barely successful. In Figure 8.3 and Figure 8.4 similarity scores of the non-matching libraries (negative) are always near zero. However, a remarkable amount of positive cases constantly yielded values near zero. By inspecting all positive cases and all chunks (i.e., $\tau_{\text{max}} = 100$, $\tau_{\text{min}} = 0$) with a similarity score below 10%, we could see that most of those files are very small. Such files are hardly attributable even by a manual inspection. Histograms illustrate the dependency between similarity scores and a corresponding file size.

RE-COMPILATION. In the course of the second scenario we focus on the Effect of Compiler Flags and the Effect of Compiler Changes. Our evaluation underlines the findings discussed where the extraction of constant data fragments out of the .rodata section shows better results in the case of optimizations. As can be seen in Figure 8.5, the extraction of code fragments (i.e., $\tau_{\text{max}} = 100$, $\tau_{\text{min}} \geq 80$) showed ambiguous scores for positive and negative classes. In contrast, the extraction of data fragments (i.e., $\tau_{\text{max}} \leq 80$, $\tau_{\text{min}} = 0$) showed very good capabilities for the task of matching two binaries compiled with different flags. In the case of switching compilers for the same applications, the picture slightly changes again. As can be seen in Figure 8.6, all parametrizations show a good performance with low similarities for non-matching cases (negative). But again, the examination of data-related chunks improves the bimodal distribution. As a trade off, the matching rates for false matches slightly increase but most often stay under 10%.
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Figure 8.6: Scenario II. Re-Compilation 2. Compiler variation. Overview of score distributions for apx-bin with varying feature selection. (Labels specify depicted values of $\tau_{max}$ and $\tau_{min}$)

SUMMARY. The pre-evaluation underlines the ambivalence of the different use cases and the conclusions of previous research. The task of detecting used libraries primarily relies on the matching of similar code structures. In the case of matching binaries across different compilers and different configurations, the schemes rely on the extraction of constant data fragments. We will address this challenge in the following subsection.

8.2.2 Details of apx-bin

Our current implementation utilizes the overall CTPH-based characteristics of mrsh-v2 and mrsh-mem. We keep several of the already mentioned parameters and will outline concepts which have been transferred, parametrized or partially modified.

CTPH PARAMETERS AND CONCEPTS. The parameter $b$ directly influences the expected block size during a running pass. A small value of $b$ respects small interleaved sequences, whereas a big value of $b$ considers large portions of matching sequences. As discussed in Section 2.1.2, even small changes significantly influence the overall byte structure. We consider a larger value of $b$ as more error prone and suggest to lower the value to $b = 32$. This damps variances occurring and respects even small and interleaved sequences. We do not use a minimum number of required consecutive chunks before a hit would be considered (i.e., $min_{run} = 1$). In contrast, we define a minimum chunk size of 16 bytes which skips considerable small sequences. We keep the approach of chunk extraction similar to mrsh-mem. The implementation processes the mnemonic stream in a sliding window of seven consecutive instructions. Considering relocations and small adaptations, this should encounter changes occurring on a byte-level. For our PRF we utilize the rolling hash implementation of mrsh-v2 and we keep FNV-1a as CHF.

SCORE OF APX-BIN. Before formulating our depicted score-model, we summarize the most important key findings of previous research and our pre-evaluation.
First, the correct matching of binaries in all of the mentioned scenarios requires the consideration of code and data in an appropriate ratio. The small proportion of constant data fragments should be rated in balance to the predominant code fragments. Second, a match on the byte level is considered to be more meaningful than a matched sequence of mapped bytes. We should be aware of actual non-matching but colliding chunks due to the mapping of bytes to integerized mnemonics. Third, in the case of sdhash and tlash the extraction of bags showed major advantages. In the course of this work we stick to the extraction of CTPH-like sequences to further inspect the boundaries of this type. We could imagine the extension of the multi-layered extraction by an additional Counting Bloom filter.

We again consider a sequence of all extracted chunks represented by their specific values of code coverage (i.e., \( c_0, c_1, \ldots, c_{n-1} \)). All occurring hits (i.e., contained in target file) differ by their mnemonic and byte representation. We define those hits by their values of code coverage for matching byte chunks (i.e., \( b_0, b_1, \ldots, b_{y-1} \)) and for matching mnemonic chunks (i.e., \( m_0, m_1, \ldots, m_{z-1} \)). A chunk could match either as a sequence of mnemonics and bytes, or as a sequence of mnemonics only \((y \leq z)\). Chunks are considered as meaningful by the definition of two filters \( f_c \) and \( f_d \) (see Equation 8.2). Thus, we focus on the extraction of chunks with high or low values of code coverage. Depicting \( \tau_{\text{max}} = 50 \) and \( \tau_{\text{min}} = 50 \) would obviously lead to the extraction of all chunks.

\[
f_d(x) = \begin{cases} 1, & \text{if } 0 \leq x \leq \tau_{\text{min}} \\ 0, & \text{else} \end{cases}
\]

\[
f_c(x) = \begin{cases} 1, & \text{if } 100 \geq x \geq \tau_{\text{max}} \\ 0, & \text{else} \end{cases}
\]  

We formulate the final similarity score by the definition of two scores for data \( \gamma_d \) and code chunks \( \gamma_c \). Each of the scores represents the ratio of the total amount of filtered chunks to the overall amount of filtered hits. We define two additional weights to respect the outlined target domain. Hits on a byte-level are weighted with a factor of 2 and hits on data chunks are weighted by a factor of 1.5. As the current score can overshoot, we additionally define a cut-off function which limits the scores to 0.99. The final score is the average of both scores \( \gamma_d \) and \( \gamma_c \). It should be clear that our scheme inverts the thresholds of the pre-evaluation (i.e., dropping chunks with \( \tau_{\text{min}} \leq c_i \leq \tau_{\text{max}} \)).

\[
sim_{\text{pre}} = \frac{\gamma_d + \gamma_c}{2}, \text{where}
\]

\[
\gamma_d = \min \left( \frac{\sum_{i=0}^{y-1} f_d(b_i) \cdot 2 + \sum_{i=0}^{z-1} f_d(m_i)}{2 \cdot \sum_{i=0}^{n-1} f_d(c_i)} \cdot 1.5, 0.99 \right),
\]

\[
\gamma_c = \min \left( \frac{\sum_{i=0}^{y-1} f_c(b_i) \cdot 2 + \sum_{i=0}^{z-1} f_c(m_i)}{2 \cdot \sum_{i=0}^{n-1} f_c(c_i)}, 0.99 \right).
\]

### 8.3 Evaluation

We evaluate apx-bin in the course of the three introduced scenarios and by comparing them to the results from Pagani, Dell’Amico, and Balzarotti (2018). In Figure 8.7 the bimodal distribution of scores for several scenarios are shown. As can be seen,
the current model is optimized for passing most of the mentioned tests. In the case of
different compiler flags, the large amount of shared code fragments still causes a re-
markable amount of falsely matched scores. We discuss the performance of apx-bin
compared to the other schemes in the remainder of this section.

8.3.1 Library Identification

Our prototype outperforms all of the other schemes in the course of identifying li-
braries in different object files or text sections. As can be seen in Table 8.1, we de-
picted a threshold which causes zero false positives by keeping a relatively high
true positive rate (i.e., the ratio of true positives to the positive class size). Similar
to the original mrsh-v2 implementation, all files could be processed by apx-bin (i.e.,
causing no errors).

In the evaluation of the impact of relocation apx-bin shows constant scores in
all of the three comparisons. It should be considered that the step of approximate
disassembling should dump most of the occurring relocations. However, due to the
currently proposed score-model, the matches on mapped sequences are considered
as less meaningful. As can be seen in Figure 8.8 apx-bin still performs better than
most of the competing schemes on average.
8.3.2 Re-Compilation

In Figure 8.9 and Figure 8.10 apx-bin is compared in the course of matching binaries with differing compiler flags or differing compilers respectively. Each column represents the variation between different combinations, not displaying the comparison of the same target class (e.g., O1-O1 or clang-clang). The red areas inside the plot show the maximum score of an occurred false match. The highest false matches most often occurred during the comparison of binaries from the same target class. Thus, those scores are not directly represented within the plot, but considered during the determination of all scores. The true positive rates are displayed as percentage values inside the plots. The thresholds are chosen to produce zero false positives.

As can be seen in Figure 8.9, apx-bin shows stable scores across all differing compiler flags. On average, the score-model outperforms all the other approaches with an average true positive rate of 61.6%. In the case of varying compilers (Figure 8.10), apx can compete with the leading scores of mrsh-v2. In summary, the current model of apx-bin stabilizes the score values across different settings.

8.3.3 Program Similarity

The analysis of program similarity consists of small assembly differences and the random swapping of instructions. The original paper showed that after the insertion of 100 randomly placed NOP instructions, most of the schemes dropped scores below 40% (i.e., ssdeep, mrsh-v2 and sdhash). In the case of randomly swapping instructions, the scores dropped after 10 swaps below 40% (i.e., ssdeep, mrsh-v2 and sdhash). The score of tlsh stays almost close to 100% and clearly outperforms competing schemes by its underlying concept.

In Figure 8.11 we show the performance of apx-bin by splitting the overall score value (apx-bin) into its two score components $\gamma_d$ (apx-data) and $\gamma_c$ (apx-code). The
plot clearly visualizes the strength of the proposed score-model by additionally weighting the extracted chunks of data. The influence of instruction swapping modification or the insertion of NOP instructions impacts the overall rate after 1000 instructions. However, even after 10000 performed changes, apx-bin shows score values above 40%.

In the course of minor source code modifications we inspect the impact of differing the comparison operator, defining new conditions and changing a constant value in the source code of the ssh-client. Inspecting the results in Table 8.2, apx-bin again shows stable results for all three cases. As mentioned by (Pagani, Dell’Amico, and Balzarotti, 2018), tlsh clearly is not affected by such small variances. In the case of modifying the source code of two malware samples, tlsh outperforms apx-bin in the case of the Mirai sample. However, in the case of Grum apx-bin shows competing results and outperforms tlsh in the case of Command and Control (C2) adaptations and evasion.

<table>
<thead>
<tr>
<th>Change</th>
<th>ssdeep</th>
<th>mrsh-v2</th>
<th>tlsh</th>
<th>sdhash</th>
<th>apx</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operator</td>
<td>0-100</td>
<td>21-100</td>
<td>99-100</td>
<td>22-100</td>
<td>76-99</td>
</tr>
<tr>
<td>Condition</td>
<td>0-100</td>
<td>22-99</td>
<td>96-99</td>
<td>37-100</td>
<td>83-99</td>
</tr>
<tr>
<td>Constant</td>
<td>0-97</td>
<td>28-99</td>
<td>97-99</td>
<td>35-100</td>
<td>81-99</td>
</tr>
</tbody>
</table>

Table 8.2: Scenario III. Minor source code modifications. Overview of ranging similarities.
Inspecting the scenario of inserted assembly instructions previously proposed by Pagani, Dell’Amico, and Balzarotti (2018), we further extended existing approaches by an additional set of test binaries. Considering the increasing amount of NOPS inserted into a binary, someone could argue that tlsh is very resistance against this type of obfuscation, as the current test binaries only considers no-operations represented by the same byte-sequence. Thus, only a small set of specific byte-patterns gets additionally injected into a new binary. Especially, approaches like tlsh should be very resistant against those modifications. In contrast, inserting a large amount of similar byte-patterns has a considerably large impact on approaches based on CTPH (see Figure 8.11 - NOP insertion example).

The intel x86-instruction set offers a variety of different multi-byte-NOP instructions supported by the 64 bit architecture and partially supported by the 32 bit architecture (see Table 8.4). They are mainly used to implement memory alignment. Extracted from the Intel Architectures Software Developer’s Manual\(^1\) a (multi-byte) NOP does not impact the machine context and does not alter the content of a register (except the EIP register) or issue a memory operation. A no-operation could occupy one to nine bytes (see Table 8.4). Considering the insertion of multi-byte NOPs as a fairly simple technique of binary obfuscation, it is good to underline the susceptibility of different Approximate Matching techniques.

To extend the existing set of binaries, we utilized the Obfuscator-LLVM Project (Junod et al., 2015). The different obfuscation passes are also utilized by malware authors, even if most of the current techniques could be reversed by the utilization of another tool.

---

TABLE 8.4: Currently recommended multi-byte sequence of NOP instructions.

<table>
<thead>
<tr>
<th>Length</th>
<th>Assembly</th>
<th>Byte Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 bytes</td>
<td>NOP 66</td>
<td>66 90H</td>
</tr>
<tr>
<td>3 bytes</td>
<td>NOP DWORD ptr [EAX]</td>
<td>0F 1F 00H</td>
</tr>
<tr>
<td>4 bytes</td>
<td>NOP DWORD ptr [EAX + 00H]</td>
<td>0F 1F 40 00H</td>
</tr>
<tr>
<td>5 bytes</td>
<td>NOP DWORD ptr [EAX + EAX*1 + 00H]</td>
<td>0F 1F 44 00 00H</td>
</tr>
<tr>
<td>6 bytes</td>
<td>66 NOP DWORD ptr [EAX + EAX*1 + 00H]</td>
<td>66 0F 1F 44 00 00H</td>
</tr>
<tr>
<td>7 bytes</td>
<td>NOP DWORD ptr [EAX + 00000000H]</td>
<td>0F 1F 80 00 00 00 00H</td>
</tr>
<tr>
<td>8 bytes</td>
<td>NOP DWORD ptr [EAX + EAX*1 + 00000000H]</td>
<td>0F 1F 84 00 00 00 00 00H</td>
</tr>
<tr>
<td>9 bytes</td>
<td>66 NOP DWORD ptr [EAX + EAX*1 + 00000000H]</td>
<td>66 0F 1F 84 00 00 00 00 00H</td>
</tr>
</tbody>
</table>

TABLE 8.5: Overview of different modification arguments for the obfuscated-binary generation tool.

<table>
<thead>
<tr>
<th>Argument</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>noop</td>
<td>Insert a no-operation instruction.</td>
</tr>
<tr>
<td>noop_prob</td>
<td>Probability that a NOP inserted after an ordinary instruction (default: 50%).</td>
</tr>
<tr>
<td>noop_loop</td>
<td>Maximum amount of no-operation within a basic-block (default: 10).</td>
</tr>
<tr>
<td>sub</td>
<td>Swap simple instructions.</td>
</tr>
<tr>
<td>sub_loop</td>
<td>Amount of iterations for the sub runs per function (default: 1).</td>
</tr>
<tr>
<td>bcf</td>
<td>Perform Control Flow flattening.</td>
</tr>
<tr>
<td>bcf_prob</td>
<td>Probability that a bcf gets inserted into a basic block (default: 30%).</td>
</tr>
<tr>
<td>bcf_loop</td>
<td>Amount of changes performed for a functions (default: 1).</td>
</tr>
<tr>
<td>split</td>
<td>Split basic blocks.</td>
</tr>
<tr>
<td>split_num</td>
<td>Amount of splits per basic block (default: 2).</td>
</tr>
<tr>
<td>strnc</td>
<td>Encrypt strings.</td>
</tr>
<tr>
<td>jumpcond</td>
<td>Replace unconditional jumps with conditional jumps.</td>
</tr>
<tr>
<td>jumpcond_prob</td>
<td>Probability that an unconditional jump will be replaced (default: 50%).</td>
</tr>
<tr>
<td>dead</td>
<td>Insert dead code.</td>
</tr>
<tr>
<td>dead_prob</td>
<td>Probability that deadcode inserted at the end of a basic block (default: 50%).</td>
</tr>
</tbody>
</table>

of advanced static analysis\(^2\). The modular structure of LLVM allows the realization of modifications and transformations in the frontend or the backend of the system: for example, to realize compiler-assisted code randomization (CCR) in the frontend (Koo et al., 2018), implement anti-disassembler techniques (Jämthagen, Lantz, and Hell, 2013) or insert machine-specific assembly instructions via the backend.

MODIFICATIONS. We extended the current backend for x86 and implemented interfaces for the generation process being controllable by a parametrized configuration file. We re-used, utilized, and added different approaches to generate the additional evaluation binaries. The current implementation allows control of the execution of different and combinable modification passes. As can be seen in Table 8.5, the recently introduced modifications consist of eight different categories. We re-used the following existing approaches: NOP Insertion, Instruction Swapping, Replacement of Simple Instructions, Control Flow Flattening, Bogus Control Flow, Splitting of Basic Blocks, and the Encryption of Strings\(^3\). We extended and added the following approaches: Multi-Byte NOP Insertion, Insertion of Dead-Code, and Replacement of Non-Conditional Jumps with Conditional Jumps. To implement the Multi-Byte NOP support, we had to adapt the OLLVM backend. For the implementation, we used LLVM 7.0.0 and the current available sources of the Obfuscator-LLVM project on GitHub.

\(^2\)https://www.hex-rays.com/blog/hex-rays-microcode-api-vs-obfuscating-compiler/ (last access 2021-08-01).
\(^3\)https://github.com/yazhiwang/ollvm-tll (last access 2021-08-01).
EXTENDED EVALUATION RESULTS. As can be seen in the Receiver Operating Characteristic (ROC) curve displayed in Figure 8.12, comparing binaries build with different obfuscation passes in use, the overall performance of apx-bin showed very good and stable results compared to the four competing schemes. Sdhash again proved its robustness, even in the light of major differences of two source-related binaries. Tlsh showed relatively stable results, however, it suffers from several high false positives. Classical CTPH-based approaches again suffer from the different types of modifications on a byte-level. Especially, ssdeep underlines its vulnerability in the case of those modifications.

In Figure 8.13, a detailed overview of the extended set of evaluation binaries is given. Each line represents a different obfuscation pass which has been previously applied on the evaluation binaries. The first five columns represent the five different schemes evaluated against the 32bit evaluation binaries and the next five columns represent the five different schemes evaluated against the 64bit evaluation binaries. The displayed bimodal distributions of the scores per columns underline the significant differences in terms of the different schemes. Again, we display the True Positive Rate (TPR) per set of binaries by accepting zero False Positive (FP) matches. Thus, per cell we yield the TPR for a specific set of evaluation binaries by depicting the considered threshold via the highest FP for the current class of evaluation binaries (highest occurring FP in current cell). In addition, we yield the TPR by depicting the highest FP as threshold over all classes of evaluation binaries (highest occurring FP in the current column). The results of tlsh in the case of multi-byte NOP insertions for 64bit binaries backed our assumptions: The approach also suffers from the high amount of additions, which now, in the light of the additions of multiple different byte-sequences, could not be damped by the scheme.

8.4 CONCLUSION

In this chapter we introduced and evaluated apx-bin, a new Approximate Matching derivative for the task of binary-related similarity matching. Contrary to recent approaches, we based our prototype on primitives of Context-Triggered Piecewise-Hashing. By the extension of mrsh-mem, a derivative of mrsh-v2, we could outperform several of the existing approaches in different scenarios. Our adaptations mainly rely on mapping a present sequence of bytes into an integerized representation, utilizing a trained prefix-tree. The integrated feature of discriminating code
### 8.4 Conclusion
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**Figure 8.13:** Results per modification of 32bit (left) and 64bit (right) binaries. TRH: Highest FP for a specific modification and scheme (highest FP in cell). TPR: TPR with zero FPs for modification (TPR for cell and highest FP in cell). TPRC: TPR with zero FPs for all modifications and specific scheme (TPR for current cell and highest FP of whole scheme column).
from data enabled us to propose a sufficient score-model by weighting the specific rates. We reassessed previous research and proved that the discrimination of code- and data-related features enables us to create more robust digests, a fact which is implicitly represented by the scores of some other schemes. Where tlsh and sdhash have advantages and disadvantages in different scenarios, apx-bin demonstrates more stable inferences across all considered evaluations (see Figure 8.14).

Besides the extraction of the raw byte-chunks or mapped representatives, we could imagine the integration of n-gram based histograms as a third layer. The current scheme should yield a compact digest, e.g., by the utilization of multiple Bloom filters. The comprehensive set of scenarios proposed by Pagani, Dell’Amico, and Balzarotti (2018) are a valuable contribution and should be further extended and formalized. By the introduction of additional evaluation scenarios in Chapter 8.3.4 we further underlined this need. An uniform evaluation platform with widespread scenarios within an adversarial environment is still required (Oliver, Forman, and Cheng, 2014). The utilized datasets should be additionally formalized as we had issues with very small or duplicate files within the set.

A more general discussion would be required to interpret the received values of similarity by different schemes, as the possible interpretation strongly differs and should match the needs of an investigator. It is discussable whether the insertion of more than 1000 NOP instructions should not be represented by a utilized scheme. In other terms, we clearly need to distinguish between a semantic similarity and byte-wise Approximate Matching.
CONCLUSION

This thesis addresses the applicability and transferability of concepts of Approximate Matching to the domain of memory carving and artefact extraction. More formally, we addressed the question of whether it is possible to strengthen main memory analysis by successfully transferring concepts of Approximate Matching to this domain. Besides different practical contributions, this thesis overall answered the following research questions:

**RQ1:** Which memory analysis methods have been proposed and what are their main properties in terms of type, scope, and context of application?

For a better understanding of the application domain, a general overview of the field of memory forensics was first given by categorizing more than 140 publications. The given systematization of knowledge underlines the ambitious efforts to establish and strengthen techniques of memory forensics in the field of digital forensics. Whereas structured analysis will highly likely further dominate the field, robust techniques of memory carving and unstructured analysis will still be required and furthermore be integrated in the processing pipelines of structured interpretation. Less research considers the application of Approximate Matching as a carving component. We identified relevant and related research, highlighting several pitfalls and challenges to be considered in own research.

**RQ2:** What are applicable and interfaceable approaches for differentiating code and data applied on a considerably large and unstructured bulk of data?

**RQ3:** Under which premise could we interface or extend Approximate Matching as a Memory Carving technique? Which properties need to be respected and should be considered in further implementations and parametrization?

As the application of byte-wise Approximate Matching concepts obviously suffers from the alterability of artefacts stored in memory, we first addressed the problem of efficiently carving code and data fragments with an additional step of normalization. The approach could also be used to distinguish between architectures, compilers, and compiler versions. The proposed technique called approxis and its integrability into existing schemes has been further discussed
by the introduction of a new scheme called \textit{mrsh-mem}, a derivation of the \textit{mrsh} family. We showed the feasibility of our approach by comparing a memory dump against code fragments gained from different resources. Our current prototype achieves a good computational performance, without the usage of any parallelization.

**RQ4:** What are suitable candidates for storing extracted artefacts, and how is it possible to solve important aspects like common-block-handling?

Discussing the adaptation of existing schemes also led to the problem of storing large amounts of artefacts and the inspection of suitable candidates for storing a large corpus of hash-based artefacts with additional features like common-block-handling. Often denoted as Database Lookup Problem (DLP), we tackled the decision by reassessing three different candidates as possible chunk databases. Moreover, we introduced several extensions to the considered storage systems, especially in terms of the recently introduced hierarchical Bloom filter trees (HBFT). Those required extensions enabled us to discuss and compare the strongly differing approaches with each other. We finally proposed the utilization of a modified \textit{flat hash map}.

**RQ5:** Is it possible to improve or replace existing contextual trigger functions of common Approximate Matching with better suited techniques?

We addressed the possible replacement of chunk extraction methods often used by different CTPH schemes (i.e., PRF-based extraction) for the specialized task of carving code-related fragments. We therefore inspected in detail two signature-based concepts which have been recently proposed in the field of binary analysis. We discussed their applicability in our context and finally evaluated the two strongly modified concepts in detail, considering the limited scope of preprocessing. Finally, we proposed a simplified \textit{weighted-prefix tree} (WPT) as replacement of the state-of-the-art PRF-based extraction functions.

**RQ6:** Can we transfer the newly introduced concepts to the field of binary matching?

We discussed additionally proposed scheme adaptations in the field of binary matching and inspected the capabilities of a multi-layered feature extraction phase. Introduced and built upon our previous findings, we propose a new scheme called \textit{apx-bin}, considered and evaluated for the task of binary matching. We evaluated our scheme against several other Approximate Matching schemes and utilized different evaluation scenarios recently proposed by other researchers. Our scheme shows competing results across all considered scenarios. We additionally introduced a new set of evaluation binaries, attacking several weaknesses of the considered schemes.

Summarized and illustrated in Figure 9.1, several contributions have been made: We introduced a new branch of SPHF functions. The introduction of a new preprocessor \textit{approxis} finally led to the creation of a new scheme \textit{mrsh-mem}. In addition to its first version, relying on the original pseudo-random function (PRF) responsible
for the chunk boundary definition, we introduced a proper linear function detection approach (LFD) as a replacement in a subsequent step. The new additions led to a new scheme \textit{apx-bin}, usable for the task of binary matching. In addition, we made several additions to existing hash databases (HDB), especially in terms of the newly introduced hierarchical bloom filter trees (HBFT).
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