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Abstract. Distributed control algorithms are known to reduce overall
computation time compared to centralized control algorithms. However,
they can result in inconsistent solutions leading to the violation of safety-
critical constraints. Inconsistent solutions can arise when two or more
agents compute concurrently while making predictions on each others
control actions. To address this issue, we propose an iterative algorithm
called Synchronization-Based Cooperative Distributed Model Predictive
Control, which we presented in [1]. The algorithm consists of two steps: 1.
computing the optimal control inputs for each agent and 2. synchronizing
the predicted states across all agents. We demonstrate the efficacy of our
algorithm in the control of multiple small-scale vehicles in our Cyber-
Physical Mobility Lab.
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1 Introduction

Distributed control algorithms in networked control system (NCS) offer en-
hanced scalability, flexibility, and fault tolerance compared to Centralized Model
Predictive Control (CMPC). Cooperative Distributed Model Predictive Control
(CDMPC) is a popular approach, but it faces challenges with prediction in-
consistencies due to limited local system knowledge. All agents compute their
control inputs based on local subsystem knowledge while only predicting the
control inputs of the neighboring agents. If a predicted control input diverts
from the computed control input, this is called a prediction inconsistency and
can lead to safety-critical failures. In this work, we show how to guarantee pre-
diction consistency using synchronization based on [1] and [2]. Previous work on
achieving prediction consistency in CDMPC includes sequential approaches and
parallel approaches. In sequential approaches, the agents compute sequentially
and achieve prediction consistency by sharing their predicted outputs [3,4,5].
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Achieving prediction consistency in parallel approaches is more difficult, but de-
sirable as they are more scalable. The approaches explored in the literature can
be clustered into different ideas. In [6], the coupling graph is divided into disjoint
sub-graphs that are fully connected and can be analyzed independently. In [7],
the agents are given initial decisions and adapt these decisions slightly to reduce
their local cost. This approach does not scale well, as it requires computing the
initial decisions. The works of [8,9,10] use fuzzy logic to deal with the prediction
inconsistencies. The authors of [11,12,13] use coalitional games from game the-
ory to cluster agents in the coupling topology, leading to potentially high node
degrees. Instead of distributing the control problem, it is also possible to solve
the centralized optimization problem using distributed optimization as shown in
[14,15,16,17,18].

2 Background

We consider multiple agents in an NCS. The topology of the NCS is modeled as
a weighted undirected graph G = (V, E ,W) called coupling graph. Here, V rep-
resents the set of nodes, E the set of edges and W their corresponding weights.
Each node in the coupling graph represents an agent and the edges the coupling
relations between them. We define the coupling sub-graph Gi = (Vi, Ei,Wi), con-
sisting of agent i, its neighbors and the edges between them. Figure 1 shows an
example coupling graph and the coupling sub-graph for agent 1.
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(a) Coupling graph G.
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(b) Coupling sub-graph G1 for agent 1.

Fig. 1: Example for (a) a coupling graph and (b) the corresponding coupling
sub-graph for agent 1.

Consider the distributed control problem in an NCS. At each time step, we aim
to compute the optimal control inputs for each agent i ∈ V to follow its reference
trajectory ri. To solve this distributed control problem we use CDMPC as it al-
lows us to incorporate individual as well as joint objectives and constraints. The
set of agents that agent i cooperates with is given by the set Vi in the coupling
sub-graph Gi. We formulate the local CDMPC problem for agent i as
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minimize

∑
j∈Vi

wi→j

Np−1∑
k=1

ℓxj (xi→j(k), rj(k)) +
∑
j∈Vi

wi→jℓ
f
j (xi→j(Np), rj(Np))+

∑
j∈Vi

wi→j

Nu−1∑
k=0

ℓuj (∆ui→j(k)) +
∑

(j,q)∈Ei

Np∑
k=1

ℓcj→q(xi→j(k),xi→q(k))

subject to ∀j ∈ Vi, q ∈ Vi ∩ Vj

xi→j(k) = fj(xi→j(k),ui→j(k)), l = 1, . . . , Np − 1,

xi→j(k) ∈ Xj , l = 1, . . . , Np − 1,

xi→j(Np) ∈ X f
j ,

ui→j(k) ∈ Uj , l = 0, . . . , Nu − 1,

∆ui→j(k) ∈ ∆Uj , l = 0, . . . , Nu − 1,

ccj→q(xi→j(k),xi→q(k)) ≤ 0, k = 1, . . . , Np,
(1)

where ℓxj , ℓ
f
j , ℓ

u
j denote the reference deviation cost, the terminal cost, and the

input variation cost for agent j, respectively, and ℓcj→q denotes the coupling
objective between agent j and agent q. The variables xi→j(k), ui→j(k) and
∆ui→j(k) represent the state, the input, and the input variation at time step
k of agent j predicted by agent i. The parameters Np and Nu denote the pre-
diction and the control horizon, respectively, and wi→j represents the weight of
the corresponding edge. The function fj represents the system dynamics and
Xj ,X f

j ,Uj , and ∆Uj represent the set of feasible states, the terminal set, the
set of feasible inputs, and the set of feasible input variations, respectively. The
function ccj→q denotes the coupling constraint between agent j and agent q.
We outline the CDMPC procedure in Algorithm 1. Each agent computes opti-
mal inputs for itself and predicts the optimal inputs of its neighbors. Due to the
limited local system knowledge of each agent, the predictions can be inconsistent
between agents.

3 The SCDMPC Algorithm

We propose to synchronize the states globally to guarantee prediction consis-
tency. Our approach is inspired by multi-agent consensus [19] and synchroniza-
tion [20]. To restore consistency, each agent i synchronizes the states it predicted

Algorithm 1: CDMPC algorithm for agent i

1: Input: reference trajectories rj , ∀j ∈ Vi
2: Output: control inputs ui→j and predicted states xi→j

3: Send and receive states to and from neighboring agents
4: Solve CDMPC problem (1) for ui→j and xi→j
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for its neighbors. Agent i considers the states agent j computed for itself, as well
as the states the agents q (that are connected to both agent i and agent j)
predicted for agent j. Specifically agent i computes the weighted average

x̄i→j =
∑

q∈Vi∩Vj

1

wq→j
xq→j . (2)

Similar to the agent-level planning, agent i only considers a subset of the predic-
tions of other agents that exist for agent j. Therefore, prediction consistency may
not be satisfied after the first synchronization step. Consequently, we designed
the synchronization as an iterative process. At every synchronization step, each
agent synchronizes the states and communicates them to its neighbors. The size
of these vectors scales linearly with the prediction horizon Np and the dimension
of the state space, affecting the communication overhead as the number of agents
or the complexity of the problem increases. However, as each agent only commu-
nicates with its neighbors, the overall communication remains distributed and
scalable compared to centralized approaches. Then, each agent checks if the syn-
chronized predictions from its neighbors are consistent with its own predictions.
If the predictions are consistent, the synchronization procedure terminates, if not
we repeat the procedure until we converged to a consistent solution. Theorem
1 states that the synchronization is guaranteed to converge and consequently
terminate if the coupling sub-graph contains a spanning tree, i.e., if at least one
agent has a path to all other agents.

Theorem 1. The synchronization converges to a solution if and only if each
coupling sub-graph Gi contains a spanning tree.

For the proof of Theorem 1, see [1]. We outline the system-level synchronization
method in Algorithm 2. Our complete Synchronization-Based Cooperative Dis-
tributed Model Predictive Control (SCDMPC) scheme is defined in Algorithm
3. The algorithm loops until the resulting solutions are locally feasible and pre-
diction consistent. Within this loop, each agent first computes a solution for
itself and its neighbors using the CDMPC procedure given in Algorithm 1. Then

Algorithm 2: Synchronization algorithm for agent i

1: Input: inconsistent states xq→j , ∀j ∈ Vi, q ∈ Vi ∩ Vj
2: Output: consistent states x̄j

3: Initialize synchronized states x̄q→j = xq→j

4: while predictions not consistent do
5: Send states x̄i→j to agents j
6: Receive states x̄q→j from agents q
7: for all j ∈ Vi do
8: x̄i→j =

∑
q

1
wq→j

x̄q→j

9: end for
10: end while
11: x̄j = x̄i→j
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the corresponding predictions are synchronized using the synchronization proce-
dure given in Algorithm 2. If the resulting predictions are feasible, the algorithm
terminates; if not, the process is repeated using the synchronized predictions
as the reference in the next iteration of the loop. If the solution space of the
optimization problem is convex, SCDMPC terminates after the first iteration.
For a non-convex solution space we state that there exists a coupling topology
such that SCDMPC is guaranteed to converge to a feasible solution, if a feasi-
ble solution to the corresponding centralized optimization problem exists. For
a proof see [1]. Therefore, the convergence and consequently the termination of
the algorithm depends on the coupling topology and the corresponding coupling
weights.

Algorithm 3: Synchronization-Based Cooperative Distributed Model
Predictive Control for agent i

1: Input: reference trajectories rj , ∀j ∈ Vi, indices js ∈ Vi, q ∈ Vi ∩ Vj
2: Output: control inputs ui→j and predicted states xi→j

3: while states are not feasible and prediction consistent do
4: (ui→j ,xi→j)← CDMPC(rj) (Alg. 1)
5: Receive predictions xq→j

6: if predictions inconsistent then
7: xj ← Synchronization(xq→j) (Alg. 2)
8: end if
9: rj ← xj

10: end while

4 Evaluation

We evaluate the SCDMPC algorithm in our CPM Lab [21], an open-source,
remotely accessible small-scale test-bed using connected and automated vehi-
cles (CAVs) in 1:18 scale. Each vehicle executes the algorithm on a designated
computation node, a real-time Ubuntu 18.04 with two 1.6GHz cores and 16GB
of RAM. Each vehicle communicates with its computation node via WiFi. The
computation nodes share the vehicle’s information via Ethernet. The algorithm
was implemented in MATLAB R2020a. To solve optimization problem (1), we
use the optimization toolbox of IBM CPLEX 12.10. For the costs we use the
weighted ℓ2-norm while omitting the coupling objective. The kinematic bicycle
model predicts system dynamics, while coupling constraints enforce safety dis-
tances between agents.
We test the algorithm in a formation building scenario. A visualization of the
scenario is given in Figure 2. Each vehicle is placed at a random location on the
4m x 4m driving area of the test-bed. The driving area itself does not contain
obstacles and is therefore convex. The CAVs aim to form a predefined forma-
tion, in our case standing next to each other at the top of the driving area.
The controller of each vehicle computes the optimal trajectory to arrive at the
goal pose as fast as possible while avoiding collisions. We generate a reference
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path using Dubins Path algorithm and compute a respective reference trajec-
tory by sampling points on the reference path based on the speed of the vehicle.
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Fig. 2: Visualization of the formation
building scenario.

For more information we refer to
[2]. We run the scenario multiple
times with random start poses and
fixed goal poses using CMPC and
SCDMPC and compare the results.
The average cumulative path and
speed deviations shown in Figure 3
indicate that the deviations are sim-
ilar for SCDMPC and CMPC. In
some instances SCDMPC achieves
smaller deviations than CMPC. In
those cases SCDMPC had a higher
cost for the control input varia-
tions or the coupling objective than
CMPC, which are not considered
here. Furthermore, it can be ob-
served that the average cumulative path deviations increase with the number
of CAVs. In Figure 4, the maximum computation time of SCDMPC and CMPC
is shown for different numbers of CAVs. It is evident that, for both the maximum
computation time increases with the number of CAVs. However, the SCDMPC
approach proves to be more scalable as the maximum computation time increases
at a slower rate. Note, that the computation time of Algorithm 3 depends on
the coupling topology of the agent. The number of neighbors of an agent in-
creases the number of optimization variables and constraints and consequently
the computation time needed to solve the optimization problem.
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Fig. 3: The average cumulative path and speed deviations of CMPC and
SCDMPC for different numbers of CAVs.
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Fig. 4: The maximum computation time of CMPC and SCDMPC for different
numbers of CAVs.

5 Conclusion

This work presented a Synchronization-Based Cooperative Distributed Model
Predictive Control approach. We show that through synchronization, prediction
consistency can be guaranteed. In our experiments in the CPM Lab we demon-
strate the applicability of the SCDMPC algorithm for planning trajectories of
CAVs. The results make it evident that the SCDMPC achieves control perfor-
mance close to that of CMPC while showcasing better scalability in terms of
computation time. In future research, we will investigate the effect of communi-
cation delays as well as learning-based approaches to enhance the performance
and safety of our approach.
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