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A B S T R A C T   

The adoption of innovative technologies confronts IT-Service-Management (ITSM) with an increasing volume 
and variety of requests. Artificial intelligence (AI) possesses the potential to augment customer service em
ployees. However, the training data for AI systems are annotated by domain experts with little interest in labeling 
correctly due to their limited perceived value. Ultimately, insufficient labeled data leads to diminishing returns in 
AI performance. Following a design science research approach, we provide a novel human-in-the-loop (HIL) 
design for ITSM support ticket recommendations by incorporating a value co-creation perspective. The design 
incentivizes ITSM agents to provide labels during their everyday ticket-handling procedures. We develop a 
functional prototype based on 17,120 support tickets provided by a pilot partner as an instantiation and evaluate 
the design through accuracy metrics and user evaluations. Our evaluation revealed that recommendations after 
label improvement showed increased user ratings, and users are willing to contribute their domain knowledge. 
We demonstrate that our design benefits for both human agent and AI systems in the form of hybrid intelligence 
service systems. Overall, our results emphasize agents’ need for value-in-use by providing better results if they 
improve the labeling of support tickets pre-labeled by AI. Thus, we provide prescriptive knowledge of a novel HIL 
design that enables efficient and interactive labeling in the context of diverse applications of reinforcement 
learning systems.   

1. Introduction 

With new artificial intelligence (AI) technologies and digitalization 
projects gaining popularity, the IT landscape in businesses has become 
increasingly more complex and heterogeneous. The IT services market 
has reached $57 billion in 2021 and is projected to reach $82 billion in 
2027 [59]. Thus, IT service management (ITSM) and its frontline sup
port agents face higher customer expectations and a rapidly increasing 
number of heterogeneous customer requests [35,73–75]. Recent 
research in frontline service technologies has drawn upon the techno
logical advances made in AI and particularly hybrid intelligence (HI) 
[16] to augment and empower support agents in their problem-solving 
activities [35,50,51,76]. 

HI systems often rely on high-quality annotated data [16] and inte
grate the human user to leverage their expert domain knowledge into 
the learning mechanism as a so-called human-in-the-loop (HIL) [13]. 
Relevant and new data needs to be continuously validated [32] and 

audited during model initialization and system use [28]. The creation 
and maintenance of the underlying data for AI systems in terms of la
beling the ground truth and incorporating domain experts remain a key 
challenge for support organizations that want to leverage the potential 
of AI [3,77,78]. The work arrangements of actors that label tickets and 
actors that reap the benefit of using systems that rely on those labeled 
tickets are called HIL configurations [5]. Prior research on HI systems 
often focused on improving the upfront labeling activities, e.g., through 
increasing user engagement [67], semi-automating labeling processes 
[63], or gamifying the annotation tasks [68]. They focused on making 
labeling more efficient and interactive through a process perspective. 
Still, prior approaches have not considered the underlying cause of the 
mentioned data labeling challenge. Despite the importance of internal 
employees [79], current HIL configurations often do not provide support 
agents with an outlook on the importance of their work. With support 
agents being overworked and subject to high turnover rates, they are left 
with little incentive to do labeling task annotators are either only 
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incentivized extrinsically or are rewarded with a delay by receiving 
better recommendations in the future. 

To overcome the challenges revolving around annotated training 
data and to facilitate the co-creation of value in human-AI interaction 
via labeling activities, we incorporate a value co-creation perspective 
and a service-dominant logic [27,64,80] as a theoretical lens. We pro
pose that the lack of suitable incentives refers to a lack of value-in-use 
agents expected in human-AI interactions for annotating data. There
fore, our research goal is to design an HI system incorporating an 
interactive HIL-based labeling mechanism to provide immediate 
value-in-use to support agents in exchange for data labeling. Therefore, 
we state the following research question (RQ): How can domain experts be 
integrated into the data labeling process using a HI system? What are the 
design characteristics (i.e., design requirements, design principles, and design 
features) for a human-in-the-loop configuration for data labeling that pro
vides immediate value-in-use for domain experts during use? 

Following the Design Science Research (DSR) process, we propose, 
implement, and test a novel solution for value co-creation-based label
ing. With the configured pipeline and the derived design principle, we 
aim to emphasize and strengthen humans’ role in AI’s socially desirable 
development and application [72]. Therefore, we focus primarily on the 
interaction between the AI-based system and the end user. 

2. Theoretical foundation 

With Service-Dominant Logic (SDL) as a theoretical lens on hybrid 
intelligence, the interaction between humans and AI can be seen as a 
value co-creation where both actors provide and integrate resources [53, 
64]. Human users or annotators contribute domain-specific knowledge 
and offer feedback, while the prediction model learns patterns, provides 
recommendations, and augments the human workplace. A key aspect of 
SDL is the co-creation of value, which emphasizes the collaborative 
creation of value between actors and entities through the mutually 
beneficial integration of resources [8,47,56,81]. Following the theories 
on value co-creation, value recipients – here support agents – are not 
only consuming a service, but they are also active participants in the 
value creation process through interaction [64,82] by which the user is 
made better off in some way [25] – for instance by reducing the time for 
finding a solution or by receiving high-quality recommendations. The 
unique nature of SDL is the focus on value-in-use [65], which refers to 
the individually perceived value when using an AI service instead of 
only consuming a recommended solution [26,64]. Value creation in 
interaction appears in a joint sphere of human and machine intelligence 
(Fig. 1). Thus, following a value co-creation and value-in-use perspec
tive, we derive design knowledge for a value-driven HIL configuration 
for reinforcement learning-based AI systems and interactive labeling 
that implies value co-creation at a single point of interaction rather than 
at different points in time [83]. 

3. Related work 

3.1. Hybrid intelligence in ITSM 

Machine learning (ML) in complex environments, such as ITSM, 
demands high-quality domain-specific user input [49]. Meza Martínez 
et al. [40] differentiate between two possible ML strategies to overcome 
the lack of domain-specific knowledge. The first approach suggests that 

ML practitioners learn from domain experts when developing ML 
models [49]. However, as users are not involved in the development, 
there is a lack of user engagement and trust because the systems are 
considered a "black box" [6,31]. Another approach, which represents the 
underlying foundation for this research project, is hybrid intelligence 
[16], sometimes called interactive ML [30,31]. HI systems stress the 
often overlooked limitations of AI systems (e.g., data quality, avail
ability) and the importance of humans as both value recipients and data 
validators [16,28]. Furthermore, HI systems rely on the combination of 
AI and human intelligence and the interaction between AI systems and 
human collaborators on how to build adaptive systems [4]. Thereby HI 
induces a hybrid of human and machine intelligence by joining both – 
humans and machines – in a learning mechanism. This perspective calls 
for more user-centricity and value on the human site and counteracts the 
issues of autonomous agents [57], which includes providing explana
tions to human users [1]. 

3.2. Human-in-the-Loop configurations 

A common practice among developers involves employing HIL con
figurations to ensure that users are directly involved and that the models 
learn continuously as users provide domain-specific input [6]. Meza 
Martínez et al. [40] distinguish between supervised, active, and rein
forcement learning as HIL mechanisms. This paper focuses only on a 
ticket recommender system that relies on reinforcement learning [2]. 
Reinforcement learning is characterized by a self-learning mechanism 
based on rewards and punishments during use [33]. The HIL learning 
mechanisms require labeled data. Therefore, labeling is an important 
part of building high-performance HI systems [43]. Interactive labeling 
constitutes a field of practice and research in which the role of the 
human is especially prevalent for providing domain-specific knowledge 
for training the models. At the same time, other approaches see the role 
of domain experts in developing the functionalities, for example, in 
low-code development projects [21]. Most of the prior work on inter
active labeling concern the number of high-quality labels as the main 
objective. Therefore, optimizing labeling processes and motivating 
human users to contribute labeled data has relevance for practice and 
within the ITSM literature [12,31,35,43]. 

4. Research design 

This paper follows a design science research (DSR) approach [46] 
(Fig. 2) and is contextualized in cooperation with three ITSM service 
providers. The authors regularly meet with 18 stakeholders, including 
support Fagents, management and work council representatives, and 
developers in roundtable workshop settings (every 8 weeks) for 3,5 
years to review newly developed tools (Appendix A). Based on partici
pant observations and 13 interviews, a recurring pattern of problems 
that arose during the design of the intelligent frontline support system 
with all three pilot partners were a) how can we ensure that the system is 
learning and b) how can we motivate agents to provide labels continu
ously? The interviewees’ information is listed in Table 1. Thus, the 
research design is a problem-centered initialization [46]. 

We first motivate the underlying design challenges of HI systems 
(Phase 1) extracted from a review of relevant literature and 13 semi- 
structured interviews with support agents [42]. Afterward, we derive 
three design requirements (DRs) as part of defining the objectives of our 
solution (Phase 2). In the phase of design and development (Phase 3), we 
outline the design of the system pipeline and explain how the system 
initializes its underlying model and works during operations. Then, our 
research demonstrates how the system integrates a HIL design to address 
all design requirements and presents its design principle by translating 
design features (DFs) into a prototypical instantiation (Phase 4). The 
paper concludes with five formative and summative evaluations [66] by 
following the pattern lifecycle for design patterns evaluation according 
to Petter et al. [48] (Phase 5). In the development phase, we assessed the Fig. 1. Value creation spheres according to Grönroos and Voima [27].  
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reliability and plausibility of our design. We conducted a Wizard-of-Oz 
experiment and then conducted focus groups with domain experts, 
including agents and managers. Finally, we evaluated the feasibility 
during the deployment phase by instantiating a prototype. 

Additionally, we perform a simulation to show the learning capa
bilities of a multi-armed bandit prediction model and present the per
formance of the automated labeling system to ensure predictivity. 
Finally, during use, we evaluate perceived value-in-use by utilizing 
domain expert evaluations of relabeling tickets to determine whether 
suggestions improved and demonstrated effectiveness. The paper con
cludes with a discussion and outlook on future work by sharing the 
importance of value co-creation in HI systems (Phase 6). 

5. Problem identification and objectives 

HI systems employ HIL mechanisms to leverage intuition and the 
real-world knowledge of domain experts to augment work [16]. From a 
perspective of IS identity, AI systems in workplaces also have to cope 
with a lack of control [41]. Therefore, service employees should expe
rience more interaction with AI, where they act as supervisors [9] and 
verify machine outcomes [16,29]. Especially in complex 
problem-solving tasks like IT support, trust in AI is limited by the 
restricted performance and reliance on recommender systems and the 
difficulty of recommending optimal solutions [36,84]. For example, 
interviewees E1 and E5 state that they typically need much time to find a 
certain ticket in the database and thus rely on colleagues instead of using an 
AI-based system. To improve the algorithms, humans must audit data and 
use the HI system to produce more data. Both forms of data editing are 

required to continue training the models [28]. Because of the increasing 
number of incoming tickets for IT support, new data is generated rapidly 
during use. Therefore "it [the knowledge base] is very high-maintenance, it 
is outdated, and you cannot find anything" (E4). Model operators must 
monitor the performance and initiate new labeling phases to improve 
the model and adapt to data drift continuously [38]. The mentioned 
challenges motivate the need for value co-creation in HI systems during 
both model initialization and operations phases bridging the provider 
and recipient spheres [27]. 

DR1: Intelligent frontline support technologies should utilize and 
leverage HIL value co-creation configurations to bridge their model 
initialization and operation phase. 

Labeling data by domain experts, such as support agents in the case 
of IT support, is associated with human effort. Typically retaining 
knowledge is time-intensive and costly (E2; E3, E4, E6) [12,70]. However, 
it is essential for training and testing the models [49]. An improved 
labeling process for model initialization and operations should reduce 
the required volume of ground truth data during the initial incorpora
tion of domain-specific knowledge and generate labeled data during 
operation. The upfront labeling efforts are not supported by the tradi
tional labeling processes, and users act as an oracle [43]. Typically, 
samples for labeling are selected by the development team and then 
forwarded to the annotators uncured., which hampers labeling effi
ciency, discourages annotators in the long term, and restricts the un
derlying training data. In practice, a knowledge manager provides domain 
knowledge (E4, E7), and “agents are already under large pressure” (E6). An 

Fig. 2. Design Science Research Approach according to Peffers et al. [46].  

Table 1 
Interview series with support managers and agents.  

ID Role description Gender Support type Company size Domain Duration in min 

E1 IT support manager Male External IT support Small and medium-sized enterprises (SME) IT provider 19:20 
E2 IT support agent Male External IT support SME IT provider 29:33 
E3 IT support agent Male External IT support SME IT provider 35:00 
E4 IT support agent Male Internal IT support Large enterprise Healthcare 28:19 
E5 IT support agent Female Internal IT support Large enterprise Healthcare 33:00 
E6 IT support agent Male Internal IT support Large enterprise Healthcare 30:26 
E7 IT support agent Male Internal IT support Large enterprise Healthcare 29:44 
E8 IT support agent Male Internal IT support Large enterprise Healthcare 26:16 
E9 IT support agent Male Internal IT support Large enterprise Healthcare 27:45 
E10 IT support agent Female External IT support SME IT provider 32:13 
E11 IT support agent Male Internal IT support Large enterprise Healthcare 25:24 
E12 IT support agent Male Internal IT support Large enterprise Healthcare 23:48 
E13 IT support agent Male Internal IT support Large enterprise Healthcare 29.23  
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improved process should therefore aim at augmenting and 
semi-automating at least a part of the labeling tasks [18] and ensure 
self-efficacy and competence in labeling the data [71]. From a service 
perspective, this mediates the integration of the user’s resources and 
ensures accumulating value throughout the user’s value-creation pro
cess [64]. Therefore, we propose following design requirement: 

DR2: HIL configurations of intelligent frontline support technologies 
should augment the labeling activities. 

Typically, annotators do not benefit from labeling the data [11]. As 
such, the relationship between the task giver and the annotator can be 
described by the principle-agent theory, where both actors strive for 
different goals [20]. Accordingly, an improved labeling process should 
ensure that the HTIL takes over both – the role of a value recipient and a 
value enabler by auditing data [28] to ensure a form of intrinsic moti
vation to – "easily get the tickets from a specific time period on a certain 
topic" (E1, E7). However, even if dedicated experts are involved in the 
labeling process upfront, they only experience delayed effects of their 
resource contribution to the prediction model. Overall, there is a lack of 
incentives to label data [35]. In the context of IT frontline services, this 
task falls on support agents, who are under immense operational pres
sure [55]. Even without the advantages of intelligent frontline support 
technologies, the data quality of tickets has thus been rather challenging 
(E3, E5, E6, E7) [54]. "So lots of colleagues, [and] I also understand why 
they do it, because […] sometimes we have lots of tickets and you have no 
time to describe how you would solve [the ticket]. Yet, if you find the ticket 
and you want to [use it] to solve it [the problem], the resolution most of the 
time does not help you. "(E5). Conventional systems provide no direct 
incentive for the person to label the tickets [35]. Thus, labeling tickets 
should directly be linked to some form of value-in-use [27] and cogni
tive involvement [22], which means that the agents need to realize that 
their action leads to utility not only for others but for themselves [58]. 
Therefore, we propose the following design requirement: 

DR3: HIL interactions of intelligent frontline support technologies should 
consider the operational context of IT support agents and provide im
mediate value-in-use for the agent to motivate the ticket labeling activity. 

6. Hybrid Intelligence System Design & Development 

The following two subsections provide a processual perspective of 
the model pipeline (Fig. 3), which is used to accommodate the ITSM 
system context and mitigate shortcomings of real-world data. We refined 
the pipeline after conducting a first iteration [85]. Lastly, we derive the 
design principle utilizing abstraction [52]. 

6.1. Model Initialization 

The proposed pipeline consists of a model training phase and an 
operations phase, where the latter includes HIL access points. The initial 
training phase is necessary to set up the model before using it in an 
organizational context in which the system will adapt to the new and 
context-specific data by learning based on agents’ feedback. In the first 
step, manually labeled customer tickets are used to train an automatic 
pre-labeling model, for example, using BERT [19]. With labeling, we 
refer to the annotation of key entities [17] in tickets, including phrases 
describing the system, fault description, trigger, and service requests. 
This label classification model is later used to propose automatic la
beling of new incoming tickets, which the support agent can edit. 
Finally, the manually labeled tickets are simultaneously clustered based 
on clustering approaches. Based on this grouping, the system determines 
a reward rating scale between zero and one for the further 
reinforcement-learning process: The closer a suggested ticket is to an 
incoming ticket regarding the cluster, the higher the reward for the 
system. 

The next step in the pipeline is the initialization and self-learning 
training of the prediction model. This model predicts possible sugges
tions of historical tickets and is based on a multi-armed contextual 
bandit. Multi-armed bandits are a type of reinforcement learning which 
uses an exploration-exploitation mechanism to decide the best predic
tion within a closed set of possible solutions. Such models are frequently 
used in online recommendation settings such as news websites where 
different articles are presented to the reader based on expected reading 
preferences [39]. Once the reward scale is set, the prediction model can 
be initialized. Next, the prediction model enters a self-learning phase, 
predicting possible historical solutions and using the rewarding scale for 
immediate feedback to adapt and predict new solutions. This phase leads 
to a prediction model that can be utilized to create a HIL value 
co-creation configuration that can be deployed within an organizational 
context. 

6.2. Model Operations 

The pipeline on the operational level consists of two main blocks: the 
machine learning loop and the human loop. The machine loop starts 
with the labeling and prediction models built during the initialization 
phase. First, an incoming customer ticket is automatically labeled to 
determine the problem. The prediction model then uses this labeling to 
select a set of four ticket suggestions based on the initial reward scale. 
This set of historical tickets is then presented to the support agent. 

Here, the pipeline creates a configuration of value co-creation: the 
agent can choose to edit the ticket labels and correct or improve possibly 
faulty labels. If the labels are edited, the prediction model compares the 

Fig. 3. Pipeline including HIL value co-creation configuration.  
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newly labeled ticket to historical tickets again and presents the support 
agent with a new set of ticket suggestions. This loop can be repeated 
until the support agent is satisfied with the result and can solve the 
customer ticket. This HIL value co-creation configuration has the 
advantage of incentivizing the support agent to edit the labels because it 
results in better ticket suggestions. Additionally, support agents can 
evaluate the helpfulness of the suggested tickets and give direct feed
back to the prediction model. The rating is converted to fit and adapt the 
rating scale and thus influences the reward used by the prediction 
model. Finally, the rating function is applied to examine the perceived 
value of the value co-creation configuration. 

6.3. Design principle - a value co-creation-based HIL configuration 

Given the design requirements, the aim is to design an intelligent 
system that augments support agent problem-solving capabilities, which 
keeps receiving domain knowledge after its initial development (DR1), 
offers interactive and augmented labeling (DR2), and focuses on the 
touchpoints of support agents to provide an incentive to engage in the 
HIL activities (DR3). Such incentives can be better decision support or 
more personalized recommendations and must be provided immediately 
after contributing high-quality domain knowledge as part of the value- 
in-use [64]. To accommodate all three design requirements, we pro
pose the design of a HIL value co-creation configuration within the 
context of the operations pipeline as a novel design principle. We argue 
that the HIL-enabled act of labeling is strongly tied to several key fea
tures of the HI system. It ties together model improvement of the HI 
system, maintaining training data and ensuring ticket labeling over time 
and model suggestions, where the HIL takes on the simultaneous role as 
both value recipient and data auditor [28], shown in Fig. 3. We call the 
different touchpoints in the HIL a nexus, where the system converges 
process- and role-wise and simultaneously spans data, prediction model, 
time, and user needs. Thus, we formulate our design principle as follows: 

DP - HIL Value Co-Creation Configuration: Intelligent ITSM- 
frontline technologies should design a human-in-the-loop interaction 
point that provides support agents with immediate value-in-use for la
beling activities through value co-creation during model operations. 

7. Demonstration 

For this paper, one of our partners gave us access to 17,120 real- 
world support tickets. As expected with real-world data [10], data 
quality was poor and had to be cleaned accordingly. Therefore, the 

tickets were subjected to an initial data cleansing (e.g., empty tickets, 
non-requests, etc.), resulting in 10,494 and manual filtering of 1st-level 
frontline tickets, leaving us with 2835 tuples. For more details on the 
processing steps, refer to Appendix C. We continued to work with 
cleansed support tickets with ID, title, problem description, solution text 
field, and an answer history. 

This section demonstrates how we used the design principle to guide 
us in the instantiation of our system [24]. Thus, we present our resulting 
five design features (DF1 – DF5) in Fig. 4 [52] to indicate how support 
agents would interact with our proposed HIL configuration [28]. Our 
system’s support agents first see pre-labeled support tickets (DF1: 
Pre-labeling) and initial solution suggestions (DF2:Automatic sugges
tions). However, the suggested tickets might not be ideal because the 
automatic labeling might be inaccurate. Thus, the support agent can 
relabel the initial ticket (DF3 Label editing). The label categories were 
defined previously by support agents. Next, the system provides revised 
solutions based on the newly highlighted tickets (DF4: Immediately 
updated suggestions) with better results. Lastly, the historical ticket 
suggestions provide necessary information for the agents to find a so
lution, solve the customer request, and save its feedback, as indicated by 
the introduced 5-star ranking (DF5: User feedback). An overview of the 
design requirements, design principle, and design features can be found 
in Fig. 5. 

8. Evaluation 

We extensively evaluated the HIL value co-creation configuration 
based on multi-dimensional evaluation criteria according to [48]. As 
Table 2 illustrates, our evaluation procedure ensures that the design 
principle is plausible, effective, feasible, predictive, and reliable. In the 
following, the different evaluation phases and results will be 
summarized. 

8.1. User evaluation and interviews (eval 1) 

First, by conducting a Wizard of Oz-based user evaluation [14,60], 
we aim to abstract the design principle from its technological funda
mentals to evaluate the reliability within the development phase. We 
introduced the design to people with a technical background and only a 
rudimentary understanding of IT support, conducted a user test, and 
interviewed 11 participants. Thus, we could ensure that the value 
co-creation principle shows its effect reliability regardless of the devel
opment or deployment approaches [48]. Solving the tickets took an 
average of 20 min. The interview partners were, on average, 26 years 

Fig. 4. Demonstration of HIL instantiation with design features df1-df5.  
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old, and all possess a technical background and experience with IT. 
Regarding the augmentation of the labeling process (DR2), the inter
viewed participants stated that the tool intuitively supported the label
ing, and annotating the data was perceived as straightforward. In 
addition, interviewees mentioned that the labeling supported their 
cognitive processing of the presented problem cases and understanding 
of the recommended solutions. The automated labeling could also be 

extended to the presented solutions to enable an easier matching of 
problem-solution pairs: "I think next time I would label first and then read 
the tickets, to be able to match the problem with the recommended tickets 
easier" (I3). Overall, the participants did not perceive labeling the data as 
effortful, unnecessary, or meaningless. Interestingly, the willingness to 
contribute to higher data quality through interactive labeling was 
broadly confirmed and reasoned by the benefit of receiving better rec
ommendations (DR3): "Because then I noticed that with correct labeling I 
also get immediately meaningful solution possibilities" (I4). 

Furthermore, the users understood that labeling the data supported 
the AI to "narrow down the problem request" (I1) or "filter based on 
important phrases" (I2). An interviewee compared the labeling to 
providing prompts to ChatGPT: "You have to specify the input to the AI so 
that it can answer your question exactly – that is similar to this ChatGPT" 
(I1). In conclusion, the system motivates users to input their knowledge 
and justifies the effort of labeling the text. The Wizard of Oz system can 
be accessed via the provided link in Appendix D. 

8.2. Demonstration of a fully functional prototype (Eval 2) 

To validate the feasibility, we instantiated a reinforcement learning 
system based on the proposed design principle during the deployment 
phase. We applied clustering to generate the reward and a BERT-based 
transformer model for our pre-labeling automation. For more details 
regarding the complete data pipeline for setting up the contextual bandit 
system refer to Appendix E. The core of the HI system represents a multi- 
armed contextual bandit. A BERT-based approach achieved viable ac
curacy scores for pre-labeling data for our underlying database. The 
results (Accuracy: 0.667; Precision: 0.578; Recall: 0.581; F1-Score: 
0.573) suggested that transformer-based machine learning tools like 
BERT can provide annotators with helpful suggestions for labeling the 
tickets based on a small database. Although the pre-labeling model has a 
comparatively low performance due to the unstructured and informal 
character of most of the problem descriptions, users considered the 
recommendations useful (see Eval 5). Overall, the results reveal that 
transformer-based large language models can augment the interactive 
labeling mechanisms (DR2) integrated into the value co-creation 
configuration and thus bridge model initialization and operations 
(DR1). The reinforcement system achieved an accuracy of 0.667 and 
confirmed that the initial set-up with a small amount of manually 
labeled data performs sufficiently well to build a self-learning system. 
The evaluation confirms the principle’s feasibility as it can be oper
ationalized and implemented as described [48]. 

8.3. Formative and naturalistic evaluation of the prediction model (Eval 
3) 

To evaluate the learning mechanism of the prediction model and 
validate the predictivity [48], we use the average reward during the 

Fig. 5. Overall design framework.  

Table 2 
Overview of the evaluation according to [48].  

Evaluation criteria Evaluation Characteristics Results 

Reliability: The 
principle yields 
consistent 
outcomes, 
regardless of 
implementation. 

Eval 1: 
Summative 
artificial user 
evaluation 

Qualitative 
Wizard-of-Oz user 
evaluation with 
11 professionals 
with a 
rudimentary 
understanding of 
IT support. 

Confirmation of 
the general 
mechanisms of 
the design 
principle 
regardless of the 
technological 
backend and 
domain 
knowledge 

Feasibility: The 
principle can be 
operationalized 
or implemented 
as described. 

Eval 2: 
Demonstration 
of a fully 
functional 
prototype 

Prototypical 
instantiation and 
deployment based 
on a BERT- 
labeling model 
and multi-armed 
contextual bandit 
system given 
17,120 real-world 
support tickets. 

Transformer- 
based language 
models can 
reliably predict 
labels based on a 
small initial data 
set, while the 
bandit provides 
reliable results. 

Predictivity: The 
principle 
produces the 
expected result. 

Eval 3: 
Formative 
evaluation of 
prediction model 

Evaluating the 
warm start of a 
multi-armed 
contextual bandit 
(epsilon 0,25; 59 
training tickets, 
15 test tickets). 

Accuracy of 
66,67% and 
rewards showing 
increasing 
growth with 
decreasing 
marginal returns. 

Plausibility: The 
principle seems 
reasonable based 
on current 
domain 
knowledge. 

Eval 4: 
Summative focus 
group evaluation 
[62] 

Three focus group 
sessions with, on 
average, 17 real- 
world ITSM 
experts, including 
support agents, 
managers, and 
developers. 

Agents’ 
willingness to use 
the system and 
confirmation of 
system 
functionality, 
with minor 
concerns relating 
to the user 
interface. 

Effectiveness: The 
suggested 
principle 
addresses the 
underlying 
causes of the 
problem. 

Eval 5: 
Summative 
naturalistic user 
evaluation 

Two annotators 
with expert 
domain 
knowledge and 90 
real-world tickets 
were annotated 
and evaluated. 

Tickets showed a 
mean average 
rating increase of 
0.9, while for the 
highest slot, the 
mean average 
rating increase 
was 2.23.  
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self-learning phase. As the prediction model is based on a multi-armed 
bandit algorithm, the average reward shows the average closeness of 
suggested tickets to the incoming ticket. This measure depicts whether 
the model is learning throughout the training process: If the average 
reward increases, the model can find and suggest historical tickets close 
to the incoming ticket. Fig. 6 presents the development of the average 
reward over the number of iterations as a weighted average reward over 
the four suggested slots and for the highest slot (best ticket suggestion). 
As seen in the plot in Fig. 6, both rewards show increasing growth with 
decreasing marginal returns over the number of iterations and thus 
indicate learning within the system during the initial training phase. It is 
to be noted that the average reward for the highest slot shows stronger 
growth, which indicates that one out of four slots is more similar to the 
incoming ticket. In the context of IT frontline support technologies, this 
is a satisfactory result because it indicates that our system can adapt and 
learn, as is intended, with multi-armed bandits, which is in line with 
proof of feasibility. We predict that in an organizational context, the 
system will rapidly adapt to new data as it will be fed with tickets labeled 
by support agents and receive an immediate evaluation of the suggested 
tickets. 

8.4. Summative focus group evaluation (Eval 4) 

Within three focus group sessions (S9–11), we demonstrated the 
pipeline and prototype to each case of 18, 15, and 19 members of our 
research project since all members are experts in ITSM. They included 
support agents, managers, support system developers, managing di
rectors, and work council members across the research consortium. We 
opted to conduct a focus group review of our system to gain further 
insights by stimulating a discussion among our experts [61,62]. Primary 
concerns were satisfactorily addressed, and the HIL configuration design 
was accepted, with only minor concerns relating to the size of UI tiles. 
Most importantly, they confirmed that the HIL configuration and overall 
system design fully address the design requirements, confirming plau
sibility by indicating domain relevance and showing that the "concept is 
more than just a belief" [48]. Our prototype was limited in demon
strating additional design features, such as multi-category and hierar
chical labeling (S9). Different categories were elaborated as the 
consortium included multiple pilot partners, showing adaptability to 
different ITSM environments. The focus groups emphasized the impor
tance of reliable initial recommendations (S10). Finally, we discussed 
the integration of the proposed HIL value co-creation configuration in 
existing ticket recommendations from a user experience perspective 
(S11). 

8.4. Summative Naturalistic User Evaluation of the Ticket Recommender 
System (eval 5) 

The HIL value co-creation touchpoint was evaluated concerning the 
ticket labeling and suggestion evaluation mechanisms for effectiveness 
during use [48] by simulating work environments during operations. 
Thus, two annotators with expert domain knowledge initiated a mock 
operations environment and evaluated the tickets in two steps: First, 
they evaluated the suggestions and whether they were helpful based on 
the automatic labeling only. In the second step, they edited the labeled 
tickets first, were presented with the new set of four suggestions, and 
evaluated the suggestions the system made based on the 
annotator-labeled ticket. A total of 90 tickets were annotated and 
evaluated. Fifteen tickets showed clear signs of improving the sugges
tions after round 1, with a mean average rating increase of 0.9. For the 
highest slot, the mean average rating increase was 2.23. This coincided 
with a post-evaluation interview, in which both annotators perceived 
that usually, only one out of the four ticket suggestions appeared useful, 
and only seldomly did they perceive two or more ticket suggestions as 
useful. 

Furthermore, both annotators responded positively to the immediate 
feedback, whereas A1 states that "immediate suggestion makes labeling 
meaningful" and that "when I felt like the incoming ticket text was 
specific enough to be able to assign labels, […] the resulting suggestion 
was much more likely to be better" (A1). Moreover, they reported that 
the relabeling process is "quick" and intuitive. These factors led to a high 
intention to relabel and evaluate tickets, which were "not like the usual 
labeling tasks" (A2). We, therefore, expect a quick growth of expert 
annotated data once the system is used in an organizational context. 

Eighteen tickets were not rated since one annotator found no new 
ticket suggestion relevant, and 4 ticket ratings have gotten lower ratings. 
On the other hand, 13 tickets remained the same. During post-evaluation 
interviews, the annotators explained that many ticket suggestions did 
not fit the new support request and suspected that the original 200 
labeled tickets did not include many relevant support requests. Although 
functional, the annotators did not choose to add any newly annotated 
ticket into the repository, even though the data set includes its sugges
tions. Although the total number of evaluated instances is comparably 
low, the results indicate that manual relabeling by support agents can 
positively impact the quality of suggested historical tickets. Our results 
suggest that the newly labeled tickets can improve suggestion quality, 
but due to the breadth of different customer request types, the number of 
high-quality tickets needs to be carefully annotated. Table II summarizes 
the complete evaluation procedure. 

9. Discussion and conclusion 

We expect that our design principle HIL value-co-creation configura
tion can be applied to different labeling tasks and learning mechanisms. 
Furthermore, our evaluation suggests that the perceived immediate 
value-in-use can stimulate the willingness to co-create value in HIL 
configurations. Thus, we provide novel insights into solving the chal
lenge of data labeling in AI by incorporating the theories of SD-L and 
value co-creation [26,37]. With our design principle for novel HIL 
configuration for ITSM systems, we provide an improvement DSR 
contribution by developing new solutions for a known problem [23]. 

9.1. Theoretical contributions 

The results of the research project show multiple contributions to 
literature and practice. For the literature on HI system design and 
particularly in the context of support services [7,35,50], we contribute 
to its body of design knowledge by suggesting a novel HIL configuration 
in which the labeling human-in-the-loop is simultaneously the value 
recipient. Our principle contributes to a nascent design theory by 
providing prescriptive knowledge as an "operational principle", whereas Fig. 6. Average reward of self-learning system over iterations.  
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our artifact instantiation is a "situated implementation of an artifact" 
([23], p. 342). 

Specifically, we focus on knowledge for instantiations, presenting the 
rationale behind design requirements, design principles, and design 
features [52]. For IT support services, we contribute to the body of 
knowledge on frontline service technology infusions by providing a 
novel form of support agent integration [34] to augment their 
work-related problem-solving activities [15]. Our HIL configuration 
principle also contributes to the research on HIL design and configura
tions [28,69,86]. We argue that our HIL design provides individual and 
organizational benefits, complementing the HI system’s main func
tionality. As one of the first papers in the literature stream on interactive 
machine learning [30], hybrid intelligence [16], and HIL configurations 
[28], we show how value co-creation can be the core of self-learning 
systems and how an integrated interactive labeling process removes 
the dichotomy between value recipients and value providers. By 
enabling value-in-use in terms of immediate perceived value and 
providing a sense of control, we contribute novel configurations to the 
knowledge of designing interactive labeling systems [43]. According to 
Grönroos and Voima [27], we differentiate between a (1) provider 
sphere, (2) recipient sphere, and (3) joint sphere. The machine loop 
represents the provider sphere as it supports the human user through 
recommendations and augments the labeling activities. The machine 
loop only generates a potential value-in-use that is activated within the 
joint sphere and realized by the user within the recipient sphere (Fig. 7). 
Overall, the mechanisms of SD-L [65] and value co-creation [26] should 
be at the core of knowledge-intensive HI systems. Given the theoretical 
contributions, we phrase the following proposition. 

Proposition: A HIL value co-creation configuration that provides 
immediate value-in-use for HI system users can sustainably provide 
high-quality data for continuous prediction model improvement. 

9.2. Practical implications 

For practice, the paper provides several guidelines and insights for 
future ITSM labeling-based AI system designs. First, the paper is rooted 
in a real-world need elicited by practitioners cooperating in a research 
development project [45] and provides 17,120 real-world support 
tickets as a database. Second, our research reports detail design de
cisions of our system implementation, guiding future practitioners to 
design and develop a similar pipeline. This pipeline can be adapted to 
different data and used as the basis for future work on improving ITSM 
processes by supporting and facilitating human decision-making con
cerning IT support. Third, we further demonstrate how our novel HIL 
design should follow a key principle to allow for a suitable system that 

addresses all three design requirements. For more specific imple
mentation instructions, our five design features guide how the principle 
can guide developers in instantiating an appropriate system. Fourth, 
from a practical perspective, the model can improve ML development 
and operations regarding efficient initialization, continuous usage, and 
model maintenance. In addition, the approach outlines a way to 
incentivize users to contribute domain-specific knowledge. Finally, the 
optimized interaction between humans and AI will lead to a higher 
prediction and subsequent service performance. 

9.3. Limitations and future research 

Our research comes with limitations and provides room for future 
research. For example, given the scope of this research, the role of op
erators and how they are integrated into the pipeline remains neglected. 
Future research should examine the role of ML operators in our proposed 
pipelines and conduct a naturalistic evaluation design of a long time to 
test the systems in day to day business of different organizations as a 
means for a proof-of-value [44] and as an insight into the long-term 
impacts on data quality and ML operations. In addition, our evalua
tion does not consider labeling quality as metrics. As Appendix E in
cludes the entire instantiated pipeline, which encompasses 12 process 
steps, we have opted for a summative evaluation. Individually opti
mizing each step would also contribute to an overall improvement of 
system output. This indicates potential for both future research and a 
system of reference for practitioners. 

Another limitation refers to the selected machine learning type. For 
example, our technological implementation relies on a multi-armed 
bandit reinforcement learning system. However, considering aspects of 
other types, such as active learning, can provide additional insights into 
value co-creation-based labeling. For example, a system could only 
request new labels when the data is needed to improve the model or the 
results. Thereby researchers and practitioners could further reduce the 
demand on users to label data [43]. Simultaneously, additional 
multi-armed bandits and parameterizations could be implemented to 
ensure stronger reliability. Furthermore, the potential of generative AI 
and large language models can be utilized to augment routines of sup
port agents in multi-faceted ways (Reinhard et al. 2024), e.g., by 
improving the highlighting mechanism. Also, future research could 
apply the proposed design to train generative AI models via reinforce
ment learning [86]. 

Overall, further research has to be conducted concerning our prop
osition to ensure an accumulation of value and value co-creation in the 
long term by evaluating the performance of the automated labeling 
model after adding manual labels and simultaneously validating the 

Fig. 7. Conceptualization of value co-creation-based HIL configurations.  
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performance improvement of the prediction model. Furthermore, a 
future large-scale experiment should aim for quantitative analysis that 
could underline the effects mentioned by the interviewees and focus 
groups. An experiment could also reveal whether our HITL mechanism 
provides additional benefits for users such as increasing explainability 
and thereby could contribute to explainable AI (XAI) literature as well. 
Nonetheless, our paper provides insights into the reasoning behind our 
HI support system and innovative HIL design and paves the way for 
future research endeavors. 

Research data 

Due to the sensitive nature and criticality of the data included in the 
IT support tickets within our demonstration, the partner company was 
assured that raw data would remain confidential and would not be 
shared. To provide an intuition on the underlying data, the performed 
processing steps as well as the contextual bandit system, we manually 
anonymized single data instances for exemplary demonstration. The 
available data is part of the appendix. 
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Appendix A. Workshop Sessions with pilot partners  

ID Events Content Participants Date 

S1 Workshop "Status 
Quo" 

Investigation of the status quo at one of our pilot partners and potential for improvement. 5 04.02.2020 

S2 Workshop "Vision" Developing a vision for the future of AI-augmented IT support. 21 20.05.2020 
S3 Focus group session 

1 
Elaborating basic functionalities of a ticket recommender system. 20 19.01.2021 

S4 Focus group session 
2 

Developing and reviewing a basic ticket recommender system without value co-creation HIL configuration based on 
matching algorithms and an ontology. 

20 21.04.2021 

S5 Focus group session 
3 

23 16.06.2021 

S6 Focus group session 
4 

16 25.08.2021 

S7 Focus group session 
5 

16 19.01.2022 

S8 Focus group session 
6 

14 20.04.2022 

S9 Focus group session 
7 

Presentation of a new prototype, including the HIL value co-creation configuration and discussing the user experience. 18 05.07.2022 

S10 Focus group session 
8 

Presentation of another version of the prototype and discussion of additional features for the ticket recommender 
system. 

15 06.09.2022 

S11 Focus group session 
9 

Reviewing an introduction of the HIL value co-creation configuration into a basic ticket recommender system from the 
point of usability. 

19 02.11.2022  

Appendix B. Overview of interviewees for Wizard of Oz user evaluation  

ID Expertise Educational background Gender Age 

I1 Digital professional Advanced technical college Male 21 
I2 Digital professional Bachelor Male 24 
I3 Digital professional Bachelor Female 23 
I4 Developer General university entrance qualification Male 31 
I5 Engineer Master (or Diploma) Male 25 
I6 Research Associate Master (or Diploma) Male 30 
I7 Doctor General university entrance qualification: Male 27 
I8 Civil engineer Bachelor Male 29 
I9 Research Associate Master (or Diploma) Male 24 
I10 Purchasing Manager Bachelor Male 30 
I11 Digital professional Advanced technical college entrance qualification Male 19  

Appendix C. Anonymized exemplary data 

The following table outlines the original data structure provided by the partner:  
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Processing Step Description Example 

Number Ticket number for identifying the 
ticket 

INC00000182522 

Opened_By Agent who opened the ticket [agent name 1] 
Short_Description Title or short description of the 

problem 
Unable to login because it was expired 

Priority Priority of the problem 3 – Standard 
Assignment_Group Group that was first assigned to 

the incident 
Global IT Support Help Desk 

Assigned_To Agent who was assigned to the 
incident 

[agent name 1] 

Main_Category Main category SAP 
Subcategory_1 First subcategory General 
Subcategory_2 Second subcategory All 
Subcategory_3 Third subcategory – 
Resolver_Group Group that resolved the ticket Global IT Support Help Desk 
Country Country abbreviation UK 
Type Type of ticket Incident 
Regio Region abbreviation EU 
Contact_Type Type of initial contact Phone 
Resolved_At Date of resolving ticket 2021–01–01 03:28:21 
Closed_At Date of closing the ticket 2021–01–06 04:00:04 
Assignment_Group_History History of all assigned groups Global IT Support Help Desk 
Work_Notes Agent’s notes on solving the 

incident 
2021–01–01 03:24:54 - Agent (Work notes) 
Who called:User 
Ext Number: +00,000,000,000 
Locations: EU 
Short Description: User cannot login to SAP because her employment contact was set as 2020–12–31. 
Issue(s): The user called and mentioned that this user has already extended the work contact until 2021–12–31. He 
also confirmed that it is better to put the new due date as 2021–12,031 because he cannot know what will happen. 
My action taken: I extend the SAP 

Comments Any additional comments – 
Close_Notes Notes on closing the ticket and 

answering the user 
2021–01–01 03:28:22 - Agent (Close notes (Customer visible)) 
Dear User, 
As per conversation on the phone, you mentioned that you would like to extend the due date for SAP on user_name. 
Thank you 

Assignee_History History of all assigned agents [agent name 1] 
Reassignment_count_assignee Number of reassigned agents 1 
Reassignment_count Number of reassigned groups 1  

Appendix D. Wizard of Oz System 

The following link provides access to the Wizard of Oz System to experience the user interface of the contextual bandit system. To access the 
system, copy the link and replace the placeholder “name” with an arbitrary input: https://hybrid-intelligence.herokuapp.com/artificial-intelligence- 
bandit-hiss/name 

Appendix E. Anonymized pipeline 

The following is a manually anonymized instance of the overall data pipeline for setting up the contextual bandit system. It provides exemplary 
input and output data for each processing step. In addition, it includes the program code for application in similar cases. However, log files as well as 
temporary data (such as pickle-files) are excluded. https://anonymous.4open.science/r/Bandit-Backend-Clean-7506/ 

The pipeline spans the following processing steps:   

N. Processing Step Details 

01 Language detection Filtering English tickets and separating data points with mixed languages 
02 Ticket anonymization Pseudonymizing sensitive data 
03 Pre-processing Additional data cleansing and aggregating multiple data fields 
04 Topic modeling Identifying recurring topics over the complete data set 
05 Topic clustering Aggregating multiple related topics via a hierarchical clustering approach 
06 Topic cluster labeling Identifying useful ticket clusters by incorporating domain experts 
07 Ticket quality labeling Preparing labelled data for training a scoring model and filtering high quality tickets 
08 Highlighting labeling Preparing labelled data for training the subsequent highlighting model 
09 Highlighting model Highlighting keywords and phrases within the problem description 
10 Feature extraction Extracting most relevant features for subsequent scoring model training 
11 Scoring model Predicting quality labels and filtering high quality tickets 
12 Contextual bandit training Training the recommendation system  
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[41] M. Mirbabaie, F. Brünker, Möllmann Frick, R.J. Nicholas, S. Stieglitz, The rise of 
artificial intelligence – understanding the AI identity threat at the workplace", 
Electronic Markets 32 (1) (2022) 73–99. No. 

[42] M.D. Myers, M. Newman, The qualitative interview in IS research: examining the 
craft, Inf. Org. 17 (1) (2007) 2–26. No. 

[43] M. Nadj, M. Knaeble, M.X. Li, A. Maedche, Power to the oracle?, in: Design 
Principles for Interactive Labeling Systems in Machine Learning, 34 KI - Künstliche 
Intelligenz, 2020, pp. 131–142. No. 

[44] J.F. Nunamaker, R.O. Briggs, D.C. Derrick, G. Schwabe, The last research mile. 
Achieving both rigor and relevance in information systems research, J. Manag. Inf. 
Syst. 32 (3) (2015) 10–47. No. 
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