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Abstract. Free-floating vehicle sharing systems such as car or bike sharing systems offer 
customers the flexibility to pick up and drop off vehicles at any location within the business 
area and, thus, have become a popular type of urban mobility. However, this flexibility has 
the drawback that vehicles tend to accumulate at locations with low demand. To counter 
these imbalances, pricing has proven to be an effective and cost-efficient means. The fact 
that customers use mobile applications, combined with the fact that providers know the 
exact location of each vehicle in real-time, provides new opportunities for dynamic pricing. 
In this context of modern vehicle sharing systems, we develop a profit-maximizing 
dynamic pricing approach that is built on adopting the concept of customer-centricity. 
Customer-centric dynamic pricing here means that, whenever a customer opens the provi-
der’s mobile application to rent a vehicle, the price optimization incorporates the custo-
mer’s location as well as disaggregated choice behavior to precisely capture the effect of 
price and walking distance to the available vehicles on the customer’s probability for 
choosing a vehicle. Two other features characterize the approach. It is origin-based, that is, 
prices are differentiated by location and time of rental start, which reflects the real-world 
situation where the rental destination is usually unknown. Further, the approach is antici-
pative, using a stochastic dynamic program to foresee the effect of current decisions on 
future vehicle locations, rentals, and profits. We propose an approximate dynamic 
programming-based solution approach with nonparametric value function approximation. 
It allows direct application in practice, because historical data can readily be used and 
main parameters can be precomputed such that the online pricing problem becomes tracta-
ble. Extensive numerical studies, including a case study based on Share Now data, demon-
strate that our approach increases profits by up to 8% compared with existing approaches 
from the literature.
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1. Introduction
Vehicle sharing systems (VSSs), such as car sharing, 
bike sharing, or scooter sharing, are specific shared 
mobility systems (Mourad, Puchinger, and Chu 2019) 
that allow users to flexibly and spontaneously rent vehi-
cles for a short period of time (Ataç, Obrenović, and 
Bierlaire 2021). In contrast to other popular shared 
mobility systems, VSSs enable individual trips (con-
ducted by the user), whereas, for example, ride-hailing 

(e.g., Wang and Yang 2019) requires connecting passen-
gers with drivers in a two-sided market, and ride- 
pooling (e.g., Ke et al. 2020) as well as dial-a-ride (e.g., 
Qiu, Li, Zhao 2018) concepts strive for shared trips.

There are three fundamental types of VSSs which, from 
the customers’ view, decisively differ with regard to the 
degree of flexibility they offer. In two-way station-based sys-
tems, customers have to return vehicles to the pick-up sta-
tion, whereas in one-way station-based systems, customers 
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can pick-up and drop-off the vehicle at any station. Free- 
floating is the most flexible variant, as it allows customers 
to pick-up and drop-off vehicles at any public parking 
spot in the business area of the VSS provider (e.g., Chow 
and Yu 2015). For this reason, free-floating VSSs have 
become a very popular type in urban areas (e.g., Statista 
2022). However, higher degrees of flexibility come with 
an important drawback: Due to unbalanced demand pat-
terns and the oscillation of the demand intensity over the 
course of the day, vehicles accumulate at certain locations 
(usually the outskirts) over time, while other areas lack 
vehicles (usually downtown). This so-called “tide phe-
nomenon” (spatiotemporal demand asymmetries (Jorge 
and Correia 2013, Côme 2014)) is even more pronounced 
for free-floating VSSs than for station-based one-way 
VSSs. The reason is that while demand and supply in a 
free-floating VSSs spread across the entire business area, 
they concentrate to rather few locations in station-based 
VSSs (Wagner et al. 2015).

Pricing is an established tool to counter these imbal-
ances and to improve the system’s profit. The idea is to 
nudge some customers to slightly adapt their travel 
plans, for example, to pick up a sharing vehicle at a low 
demand location instead of a high demand location. 
Thus, adequate pricing can achieve a vehicle availabil-
ity that assures an appropriate service level.

Existing pricing approaches from the related litera-
ture on VSSs determine vehicle-specific prices, mean-
ing that all customers are getting displayed the same 
(minute) price for a particular vehicle when checking 
prices at the same time. These approaches do not lever-
age on the detailed disaggregate information which is 
available in modern free-floating VSSs. Opposed to 
these approaches, a customer-centric pricing approach 
determines prices under consideration of the situation- 
specific information of each customer. As depicted in 
Figure 1(a), this particularly comprises a customer’s 
location as well as the information about the available 
vehicles within the customer’s walking distance. Thus, 
in contrast to vehicle-specific pricing, customer-centric 

pricing may result in different prices for the same vehicle 
when customers are at different locations (Figure 1(b)). 
It can be considered as an application of choice-based 
revenue management (Strauss, Klein, and Steinhardt 
2018) with the particularity in free-floating VSSs that 
the consideration set of available vehicles is determined 
by the customer’s location. The core idea of customer- 
centric pricing has successfully been applied to shared 
mobility systems other than VSSs, that is, to mobility on 
demand services (Qiu, Li, Zhao 2018). However, these 
mobility systems differ fundamentally from VSSs in that 
the provider operates a platform that receives requests 
for the customers’ desired trips and then matches de-
mand to supply. This (moving) supply of vehicles may 
either be under full control of the provider (Ke et al. 
2020) or it may be influenced by pricing as well, result-
ing in a two-sided market (Wang and Ma 2019). Thus, 
these approaches are not directly applicable to our con-
text, and in this work we propose such customer-centric 
dynamic pricing which is specifically tailored to free- 
floating VSSs.

In this work, we consider a profit-maximizing free- 
floating VSS provider’s dynamic online pricing problem 
with a strong focus on applicability in practice, meaning 
that problem definition and solution approach design 
are based on the circumstances and requirements in 
practice. More precisely, whenever a customer considers 
prices in the mobile application, prices need to be deter-
mined based on the currently available information. For 
this problem, we develop a new pricing approach that 
is characterized by the following three distinguishing 
features: 
• First, and most importantly, the pricing is customer- 

centric. As briefly described above, adopting the concept 
of customer-centricity means that prices are situation- 
specific for each customer. As a consequence, the online 
price optimization can leverage on detailed disaggregate 
information like the customer’s location. This, in turn, 
allows to exploit that the location not only determines 
the vehicles within the customer’s walking distance, but 

Figure 1. (Color online) Illustration of the First Distinguishing Feature of the Developed Pricing Approach: Customer-Centricity 
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Notes. (a) Provider’s pricing problem: The “?” indicate prices to be optimized online. (b) Resulting customer’s choice situation: Customers might 
see different prices for a vehicle.
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that the distance to a vehicle also impacts the customer’s 
utility and, thus, the probability of choosing it. Due to 
the customer-centricity, the pricing approach can incor-
porate the customer choice behavior through an appro-
priate choice model. As stated above, this pricing can 
result in one specific vehicle having different prices for 
different customers, but this does not mean that pricing 
is personalized. More specifically, we do not use socio- 
demographic characteristics such as age or income to 
potentially exploit individual willingness-to-walk or in-
dividual price sensitivity. Only the location of the custo-
mer’s device when she looks for vehicles is used to 
account for the impact of distance to different vehicles 
on customer utility. Thus, prices are identical for every 
customer who faces the same situation. Note, however, 
that—as for all pricing approaches in which locations of 
customers or vehicles are decisive—prices may indi-
rectly be dependent on socio-demographic characteris-
tics, for example, because of location-dependent income 
levels.
• Second, within our pricing approach, prices can 

be varied (solely) based on location and time of a ren-
tal’s start, denoted as origin-based pricing, in line with 
the business decision of Share Now. In particular, 
information on a rental’s destination cannot be used, 
because it is not available in reality: Asking customers 
for their destination beforehand contradicts the spon-
taneous selling proposition of free-floating VSSs (Sop-
pert et al. 2022). The alternative, that is, displaying 
prices for all potential origin-destination (and -time) 
combinations in advance of a rental, is impracticable 
in general, given that free-floating VSS providers often 
discretize their business area into up to hundred 
zones. Note, however, that if zones (or stations in a 
station-based system) are aggregated to fewer catego-
ries, such as “incentivized rental (return) station” and 
“neutral station” which allow the customer to precal-
culate incurring rental prices based upon these zone 
categories (Chung, Freund, and Shmoys 2018), this 
becomes practical.
• Third, for the provider, it is important how prices 

are determined. In this respect, our pricing approach 
is anticipative as it considers future profits based on 
dynamic programming. The papers using mathemati-
cal models largely rely on myopic optimization mod-
els. In addition, as we will discuss in-depth in Section 
2, they cannot be applied to the problem we consider 
for various other reasons. The ways we design the 
anticipation allows to use historical data that is readily 
available in practice.

This pricing approach takes into account the typical 
characteristics of free-floating VSS (pick-up and drop- 
off possible at any location within the business area). 
However, given that station-based VSSs can be con-
sidered as a special case of free-floating systems, the 
approach is applicable to both. The pricing problem 

and our approach’s practical relevance is ensured by, 
among other things, close cooperation with Share 
Now, Europe’s largest car sharing provider operating 
in eight countries and 16 cities (Share Now 2021).

The contributions of our work are the following: 
• We present a dynamic pricing approach for mod-

ern (free-floating) VSSs like car sharing and bike shar-
ing, which is characterized by the three distinguished 
features mentioned above, that is, it is customer-centric, 
origin-based, and anticipative.
• We formulate the pricing problem underlying our 

approach as a dynamic program which considers sto-
chasticity of the VSS. We show that regarding the 
action space at each stage of the dynamic program, 
only vehicles within walking distance need to be con-
sidered, such that online pricing becomes tractable. 
Based on the dynamic programming formulation, we 
develop an approximate dynamic programming solu-
tion method for the online pricing problem. The ap-
proach incorporates a nonparametric regression which 
allows the approximation of future profits based on 
historical data. This enables the precalculation of state- 
values such that the numerical operations of the online 
pricing problem can be reduced to a minimum.
• We conduct several computational studies, includ-

ing sensitivity analyses as well as a case study based on 
Share Now data from the city of Vienna. We consider a 
discrete set of five (see Sections 5.4–5.6) or three price 
points (see Section 6) as VSS providers aim for a trans-
parent and easy-to-communicate pricing mechanism. 
These studies show that our new dynamic pricing 
approach dominates all of the considered benchmarks 
in terms of realized profit, including state-of-the-art 
approaches from the literature. Further, these results are 
shown to be robust across the various considered set-
tings and parameter variations, such as different VSSs 
sizes, overall demand levels, and customer preferences.
• We derive a number of relevant managerial in-

sights from the computational studies. In particular, we 
show that our pricing approach is particularly effective 
when there is spatial variation in demand and that 
sophisticated anticipation of future states and profits is 
key. Another finding is that our pricing approach rea-
lizes higher profits compared with the benchmarks 
while maintaining the overall level of rentals, which is 
beneficial for service-oriented metrics of a VSS provider.

The remainder of the paper is organized as follows. In 
Section 2, we review the relevant literature. Section 3 for-
malizes the problem. Based on this, we develop the new 
dynamic pricing approach in Section 4. Section 5 contains 
the computational study with a discrete set of five price 
points. Section 6 presents the Share Now case study with 
the set of the three original price points. Section 7 con-
cludes the paper and gives an outlook on future research. 
The appendix contains additional numerical results and 
a list of notation.

Müller et al.: Dynamic Pricing for Free-Floating VSSs 
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2. Related Literature
The literature on VSS optimization is broad, covering 
various types of systems, optimization problems, control 
approaches, and methodologies. General overviews on 
VSS optimization problems have been presented in sur-
vey papers on bike sharing (e.g., DeMaio 2009; Fishman, 
Washington, and Haworth 2013; Ricci 2015), car sharing 
(e.g., Jorge and Correia 2013; Ferrero et al. 2015a, b; Illgen 
and Höck 2019; Golalikhani et al. 2021a, b), and VSSs in 
general (e.g., Laporte, Meunier, and Wolfler Calvo 2015, 
2018).

To define the scope of the following discussion of the 
related literature, please first note that VSSs are one spe-
cific type of shared mobility systems (Mourad, Puchin-
ger, and Chu 2019), with the latter also comprising other 
modern mobility concepts such as ride-hailing (e.g., 
Wang and Yang 2019), ride-pooling (e.g., Ke et al. 2020), 
or dial-a-ride (e.g., Qiu, Li, Zhao 2018). VSSs substan-
tially differ from these other mobility concepts in terms 
of the service offered as well as in terms of the provider’s 
operating tasks. For example, in contrast to ride-hailing 
where the provider operates a platform that connects 
passengers and drivers in a two-sided market for indi-
vidual trips, providers of VSSs operate in a one-sided 
market with a fixed supply (fleet) of (nonautonomous) 
vehicles. Further, for example, in dial-a-ride concepts, 
the provider is in charge of executing trips and, thus, 
strives for shared trips among passengers, whereas users 
in VSSs rent vehicles for individual trips and then drive 
these vehicles themselves. Due to these substantial dif-
ferences in terms of mobility services and provider tasks, 
we exclude the other mobility concepts from our litera-
ture discussion and exclusively concentrate on VSSs. As 
a side remark, please note that the term “shared mobility 
system” is sometimes also used in a narrower sense as a 
synonym for VSS (e.g., Laporte, Meunier, and Wolfler 
Calvo 2015, 2018).

Within the literature on VSS pricing, we further focus 
on the closest related works that address dynamic pric-
ing in VSSs. Dynamic—in contrast to differentiated (or 
static) pricing for VSSs like in Waserhole and Jost 
(2012) or Ren et al. (2019)—means that the pricing is 
performed on-line and depends on the system’s current 
state (e.g., vehicle locations) (Agatz et al. 2013).

Our presentation of the closest related literature is 
organized in two groups according to the methodol-
ogy proposed. First, in Section 2.1, we summarize 
approaches in which prices are determined through 
business rules. Second, in Section 2.2, we present those 
which are based on optimization. For both groups, we 
distinguish further into approaches that are anticipative 
in contrast to the myopic ones. Please note that some of 
these works have another main focus than pricing, but 
we discuss them specifically with regard to their pric-
ing mechanism. In Section 2.3, we briefly refer to other 

literature streams that are related only in a broader 
sense. Finally, in Section 2.4, we position our approach 
in the closest related literature on dynamic pricing 
for VSSs.

2.1. Rule-Based Approaches
Rule-based approaches propose business rules to derive 
prices, for example by comparing endogenously given 
thresholds to the current state of the system. Among 
them, a group of anticipative approaches incorporates 
expected future states of the VSS into the pricing deci-
sion. Threshold values are usually compared with the 
ratio of future supply and demand at individual loca-
tions, which is derived from historical data and the sys-
tem’s current state (Brendel, Brauer, and Hildebrandt 
2016; Dötterl et al. 2017). Wagner et al. (2015) in contrast 
consider exogenously given rules based on expected idle 
times. These three works have in common that they pro-
pose an overall framework for dynamic pricing, of which 
the rule-based pricing approach is one component.

Other works that use business rules propose myopic 
approaches. Bianchessi, Formentin, and Savaresi (2013) 
compare the number of vehicles at a location with the 
mean value across all locations to determine prices. 
Zhang, Meng, and David (2019) define prices by com-
paring the current number of vehicles with demand and 
propose a negative price that is linear in the undersup-
ply of a rental’s destination location. If there is no under-
supply, the regular positive price applies. Barth, Todd, 
and Xue (2004) propose a system that, once it recognizes 
an imbalance, provides incentives for joint rides of inde-
pendent customers in one car or splitting a party of cus-
tomers into multiple cars. Mareček, Shorten, and Yu 
(2016) derive drop-off charges for vehicles depending on 
the intended destination location’s distance to the near-
est vehicle. Angelopoulos et al. (2016, 2018) propose two 
algorithms for promoting trips based on the priorities of 
vehicle relocations between locations. Chung, Freund, 
and Shmoys (2018) study the impact of an incentive pro-
gram of New York City’s bike sharing system and pro-
pose two myopic dynamic pricing approaches which 
are based on a performance metric that incorporates the 
estimated reduction of future out-of-stock events as well 
as the costs incurred by the incentives. Whereas the first 
considers each individual trip, the second determines 
decisions less frequently, that is, for several periods. 
Neijmeijer et al. (2020) is difficult to classify regarding 
methodology. They formulate a MIP that minimizes 
deviations of idle times from a desired value plus the 
costs of incentives, but in the empirical evaluations of a 
scooter sharing system, they test the effect of two possi-
ble discounts on vehicles’ idle times.

2.2. Optimization-Based Approaches
Optimization-based dynamic pricing approaches are 
characterized by having a formal objective metric that 
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is maximized (profit, revenue, rentals, service, etc.) or 
minimized (costs, unsatisfied demand, etc.). Methodo-
logically, these approaches comprise those built on math-
ematical optimization like mixed-integer programming 
as well as learning methods that iteratively improve the 
objective, like reinforcement learning.

A couple of these optimization-based approaches use 
anticipative models. Singla et al. (2015) design a com-
plete architecture of an operational incentive system 
which comprises, among other components, an” Incen-
tive Deployment Schema” that decides whether to offer 
an alternative station with incentives or not with the 
objective to align future demand and supply. They eval-
uate using a real world survey as well as simulations. 
Pfrommer et al. (2014) propose an approach that uses 
quadratic programming and combines user-based and 
operator-based relocation. Prices are recalculated each 
period in a rolling horizon fashion. Ruch, Warrington, 
and Morari (2014) build on Pfrommer et al. (2014) and 
investigate simplified variants that can be used to bench-
mark more complex approaches. Di Febbraro, Sacco, 
and Saeednia (2012) aim at balancing supply and de-
mand at all locations. They suggest alternative drop-off 
locations with a discount to customers. Assuming a 
given acceptance probability for these suggestions, a 
simulation evaluates the benefit for vehicle availability. 
Di Febbraro, Sacco, and Saeednia (2019) follow up on 
their earlier paper and formulate and test corresponding 
optimization models. Kamatani, Nakata, and Arai (2019) 
optimize thresholds by simulation-based optimization 
(Q-learning), while Clemente et al. (2017) propose a deci-
sion support system that uses a simulation-based heuris-
tic (particle swarm optimization).

The remaining papers use myopic optimization. 
While they overall focus on user-based relocation, in one 
subsection Chemla et al. (2013) determine myopic prices 
period by period. They aim at a service-maximizing fleet 
distribution in bike-sharing systems through user-based 
relocation, where customer satisfaction is measured by 
successful and unsuccessful customer actions (available 
or non-available bike, empty or full rack). They use a lin-
ear program to determine the number of customers who 
change their travel plans because of the price incentive 
to reach the given target inventory of vehicles for each 
location. Two papers do not directly solve a mathemati-
cal model, but use it as a basis to develop a heuristic. 
Haider et al. (2018) formulate a bilevel program, where 
the upper level determines prices and minimizes vehicle 
imbalance, while the lower level represents the cost- 
minimizing route choice of customers. The problem is 
transformed into a single-level problem and a heuristic 
is proposed that iteratively adjusts prices (and, in con-
trast to the bilevel program, contains some anticipation). 
Wang and Ma (2019) consider the objective of keeping 
inventory within a certain range for a period. For this 
purpose, they define lower and upper thresholds for each 

location. The number of rentals from or to a location 
can be affected by pick-up and drop-off fees. They for-
mulate a simple quadratic program to determine opti-
mal dynamic pick-up and drop-off fees and solve it with 
a genetic algorithm. Kanoria and Qian (2019) define a 
myopic and location-based dynamic pricing algorithm 
for a trip-based VSS with time-variant arrival rates, 
without knowledge of arrival rates and with a finite time 
horizon. The algorithm needs the information about the 
queue length of origin and destination and a partition-
ing of the business area into zones.

2.3. Further Literature
There are several further literature streams which have 
some similarities with the considered problem and the 
applied methods, but which we do not discuss in detail. 
In particular, this concerns the determination of reloca-
tion prices with an auction process for VSSs (Ghosh 
and Varakantham 2017). Furthermore, we do not con-
sider papers that do not describe the price setting pro-
cess in detail. For example, Fricker and Gast (2016) 
show that user-based relocation is worthwhile, but 
they do not elaborate on how the prices are calculated.

Another stream of the literature investigates the 
steady state of stationary settings in mobility sharing 
concepts (including VSSs as considered in this work 
and ride-hailing applications), using techniques from 
closed-queuing networks. Waserhole and Jost (2016) 
maximize the number of trips taken, assuming time- 
invariant demand and zero travel time. Banerjee, 
Freund, and Lykouris (2022) extend this work by con-
sidering additional performance metrics and allowing 
nonzero travel time. Besbes, Castro, and Lobel (2021) 
focus on the single-location case of this setting. Benjaa-
far and Shen (2023) present an alternative solution 
approach with better performance bounds for several 
of the particular problems addressed in the above. 
Since all of these works consider stylized steady-state 
settings with time-invariant arrival-rates, exact knowl-
edge of arrival-rate and an infinite time horizon. The 
derived pricing policies are differentiated (static) (see 
Benjaafar and Shen 2023), and, thus, not within the 
scope of our work. Further, they consider the systems 
on an aggregated level in which customer choices on 
a disaggregated level cannot be easily incorporated. 
Note that there are papers from this stream that differ 
from the aforementioned papers and use dynamic pric-
ing. We have already mentioned an example (Kanoria 
and Qian 2019) of this in Section 2.2.

2.4. Positioning in the Literature
Our approach is positioned as follows in the literature 
on dynamic pricing for VSSs. With regard to methodol-
ogy, the pricing approach we propose is anticipative 
and optimization-based. Thus, it belongs to the first 
group of works named in Section 2.2. It substantially 
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differs from the above-named closest related works in 
particular by incorporating the concept of customer- 
centricity. As explained in Section 1 and illustrated by 
Figure 1, this means that prices are situation-specific for 
each customer, considering in particular a customer’s 
location, the available vehicles within walking distance 
and other situational characteristics that influence the 
customer choice behavior, like walking distances to 
these vehicle. Using this situation-specific information 
for each customer has also been applied in shared mobil-
ity systems other than VSSs, for example, for mobility on 
demand services (Qiu, Li, Zhao 2018). To adopt this idea 
to the particularities of free-floating VSSs, we design our 
approach using disaggregate demand modeling which 
is capable of capturing the uncertain choice behavior. 
More specifically, our approach is designed to incorpo-
rate discrete choice models (Train 2009) in which the 
available vehicles within walking distance represent the 
discrete alternatives of the customer’s consideration set 
that have individual choice probabilities. In the context 
of dynamic pricing in VSSs, we are not aware of any 
other comparable pricing approach.

As a consequence, our work also differs in terms of the 
mathematical modeling. Almost all of the closest related 
works which use mathematical models for determining 
prices use deterministic models (e.g., Chemla et al. 2013, 
Pfrommer et al. 2014, Wang and Ma 2019). In contrast, 
our approach is built upon a stochastic dynamic model 
and uses approximate dynamic programming with a 
nonparametric value function approximation to become 
tractable and scalable.

With regard to the type of the VSS, there are a few 
papers that also consider free-floating systems, albeit 
with rule-based approaches. Di Febbraro, Sacco, and 
Saeednia (2012) and Di Febbraro, Sacco, and Saeednia 
(2019) are the only two optimization-based approaches. 
Their vehicle-specific pricing is based on aggregated 
demand modeling.

Further, our approach differs from most of the litera-
ture in that prices are origin-based, meaning that they 
only depend on time and location of a rental’s start. 
Such origin-based pricing, as applied by Share Now, is 
the most practicable variant for free-floating VSSs (see 
Section 1 or Soppert et al. 2022) for differentiated pric-
ing, and thus a popular business practice. Other var-
iants are destination-based prices (e.g., target-specific 
discounts as in Singla et al. 2015) and trip-based prices 
(or other incentives as in Chung, Freund, and Shmoys 
2018), that depend on both origin and destination. Only 
Neijmeijer et al. (2020) in a rule-based approach con-
sider origin-based pricing.

3. Model
In this section, we formally model the free-floating VSS 
provider’s decision problem as a dynamic program. To 

do so, in Section 3.1, we give an overview on the sequence 
of events. In Sections 3.2–3.5, we explain how we choose 
the standard ingredients of dynamic programs: states, 
decisions, state transitions, and cost/revenue function. 
Based on this, we formally state the provider’s optimiza-
tion problem in Section 3.6.

3.1. Sequence of Events
We consider a free-floating VSS provider who operates a 
fleet of vehicles C � {1, : : : , C} which is distributed spa-
tially across a continuous business area. At any given 
point in time, a vehicle i ∈ C is either idle (standing avail-
able) or in use (currently rented). The provider seeks to 
maximize his profit over a finite planning horizon (e.g., 
one day) by pricing.

We follow the standard approach in the literature on 
pricing and revenue management by which this plan-
ning horizon is discretized into micro periods t ∈ {0, : : : , 
T} � T and we have ∆ micro periods per minute. These 
micro periods are w.l.o.g. so short that at most one cus-
tomer request arrives and/or one rental terminates per 
period.

For every customer who opens the mobile applica-
tion and requests prices, the provider has the ability to 
optimize and display prices. Hence, in this online pric-
ing problem, the four steps within a micro period t are 
the following: (I) A customer may arrive, (II) if so, 
prices are determined by the provider, and (III) the cus-
tomer chooses among the available vehicles under con-
sideration of the offered prices. Finally, (IV) another 
moving vehicle that was previously rented (before 
period t) by another customer may return. One micro 
period of this process is illustrated in Figure 2, where 
decision nodes are represented as squares and stochas-
tic nodes as circles.

Please note that in the following description, t denotes 
the current period, t′ an earlier period, and t′′ some 
future period, that is, t′ < t < t′′. Further, for random 
variables, following conventional notation, the indices 
t′, t, and t′′ reflect when these random variables realize 
and, thus, become known to the provider. 

Step I: At the beginning of period t, the system is in 
state St which contains information about idle and driv-
ing vehicles. Now, at the stochastic node (circle) in Step 
I, with probability λt a customer kt arrives, that is, she 
opens the mobile application and looks for available 
vehicles. The coordinates of the requesting customer’s 
specific location in the business area are random vari-
ables (XO

t , YO
t ) which follow a given, time-dependent ori-

gin probability distribution O(t). Realizations of these 
random variables, meaning the coordinates where a cus-
tomer opens the mobile application, are denoted with 
(xO

t , yO
t ).

Step II: The provider optimizes the C × 1 price vector p→t, 
visualized by the decision node (square).
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Step III: Based on these prices, the customer kt decides 
whether and which vehicle to rent. The vehicle chosen 
is denoted by the random variable It with realizations it. 
The customer choice behavior is formalized as follows: 
Customers have a (fixed) maximum willingness to walk 
d (assumed to be known), meaning that a customer only 
considers idle vehicles it for which the walking distance 
dit, t between the customer’s current location (xO

t , yO
t ) 

and the idle vehicle is smaller than this radius, that is, the 
consideration set is Ct, (xO

t , yO
t )
� {it ∈ C |dit, t ≤ d ∧ τv

it, t � 0}
(τv

it, t is explained below in Section 3.2, it contains the 
information whether a vehicle is idle or in use). This is a 
well-known behavior of customers in VSSs and has 
been reported in multiple studies (e.g., Niels and Bogen-
berger 2017). More technically, we assume that the cus-
tomer’s choice probability qit, t for vehicle it ∈ Ct, (xO

t , yO
t )

follows a known choice model and depends on the 
prices and the distances of the vehicles within reach, 
that is, Ct, (xO

t , yO
t )

and p→t. The probability of not choosing 
any of the available vehicles is denoted by q0, t. Note that 
our problem formulation is generic in this regard, mean-
ing that arbitrary choice models providing these proba-
bilities can be used. In the numerical studies, we apply a 
multinomial logit model (e.g., Train 2009). If she chooses 
a vehicle, the customer needs to walk there. This walk-
ing time lwt in minutes is a realization of LW

t and 
depends on her distance to the vehicle. We assume a 
constant walking speed. As the chosen vehicle is sto-
chastic, Lw

t is a random variable.
Step IV: Finally, in each micro period, w.l.o.g., at most 

one rental may terminate, which started in some period 
t′ < t before the current period t. More specifically, a cus-
tomer who arrived at t′ � t� lwt′ ·∆� ldt ·∆ terminates her 

rental in t (see also Figure 3). Similar to the customer 
origin probability distribution O(t), when and where a 
rental terminates is random. More technically, (Jt, XD

t , 
YD

t ) is a random variable which denotes that vehicle Jt 
(zero if none) is returned at location (XD

t , YD
t ). It follows 

a given destination probability distribution D(t, St) that 
depends on the state St at the beginning of period t. The 
state definition is explained below. In particular, to cap-
ture typical traffic flow patterns, D(t, St) may depend 
on where and when the currently driving customers 
have originated. Realizations of these random variables 
are denoted with jt and (xD

t , yD
t ). The driving/rental 

time ldt in minutes is a realization of the random vari-
able Ld

t , which follows a distribution ρ(St′ ) and depends 
on the stochastic travel speed and the travel distance 
from pick-up to drop-off location (XD

t , YD
t ) of the vehi-

cle, all unknown to the provider before the rental ends 
at micro period t.

3.2. State
The VSS’s state St � (x

→c
t , y→

c
t , t
→c

t , x→
v
t , y→

v
t , t
→v

t ) at the begin-
ning of period t consists of six vectors of dimension 
C × 1, where the it-th element in each vector describes 
a property of the it-th vehicle of the fleet. The vectors 
x→

v
t and y→

v
t contain the coordinates of all vehicles of the 

fleet, that is, xv
it, t and yv

it, t ∀it ∈ C, t ∈ T , respectively. 
More specifically, for an idle vehicle they contain the 
coordinates of its location at the current micro period t. 
For a rented vehicle, they contain where the currently 
driving customer picked up the vehicle. The vector t→v

t 
contains when the vehicle was picked up, with the 
value 0 indicating a vehicle standing idle. The vectors 
x→

c
t , y→

c
t , and t→c

t describe when and where the respective 

Figure 2. Illustration of Dynamic Pricing Problem 
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customers have requested the rental (i.e., for driving 
vehicles when and where the customer initially opened 
the mobile application).

3.3. Actions
Regarding the VSS provider’s pricing decisions, we 
assume that the provider seeks to maximize profits by 
means of dynamic pricing. More precisely, when a cus-
tomer opens the mobile application to look for avail-
able vehicles in micro period t, the VSS provider needs 
to optimize prices. As explained in Section 1, prices are 
origin-based minute prices and they are chosen from a 
discrete finite price set M.

3.4. State Transitions
The transition function describes the evolution of the 
system from state St at the beginning of period t to 
state St+1 at the beginning of period t+1. It depends 
on the current state St and the following realizations 
of random variables: the arriving customer’s location 
(xO

t , yO
t ), the chosen vehicle it (0 indicates the customer 

decides against renting a vehicle), and the returned 
vehicle jt together with its return location (xD

t , yD
t ) if 

(another) vehicle jt rented before is returned (likewise, 
jt�0 indicates no vehicle is returned), that is,

St+1 � St+1 St, (xO
t , yO

t ), it, (xD
t , yD

t ), jt
� �

: (1) 

Please note that the probability distribution of the cho-
sen vehicle It and therewith specific choices it depend on 

p→t. Technically speaking, St+1 is probabilistically dependent 
(Powell 2011, Chapter 3) on the pricing decision p→t. By 
contrast, jt does not depend on p→t, but solely on which 
vehicles are currently in use and when and where these 
rentals started (stored in x→

c
t , y→

c
t , t
→c

t , x→
v
t , y→

v
t , t
→v

t ).
The transitions of the state vectors are as follows. 

When a customer selects a vehicle it, the respective 
entries of the vectors x→

c
t and y→

c
t are filled with the cus-

tomer’s origin location (xO
t , yO

t ), the origin time is up-
dated to τc

it, t � t and the rental start time is set to 
τv

it, t � t+ lwt ·∆. When vehicle it is returned, xv
it, t and yv

it, t 
change to the destination location (xD

t , yD
t ) and the cor-

responding τv
it, t and τc

it, t change back to 0.

3.5. Cost/Revenue Structure
For each minute that a vehicle it is rented, the provider 
collects the corresponding revenue pit, t. During the 
rental, when the customer drives, the provider incurs 
variable costs per minute of c (e.g., for fuel). Following 
common practice, we assume that the short time frame 
the customer needs to walk to the vehicle is free of 
charge. Thus, the profit resulting from renting out vehi-
cle it to the customer who arrived in period t and will 
return it in period t′′ is given by (pit, t� c) · ldt′′ , where ldt′′
is the realization of Ld

t′′ ~ ρ(St).

3.6. Dynamic Programming Formulation
In this subsection, we model the problem described 
previously as a Markov decision process and state the 

Figure 3. Sequence of Events 
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corresponding Bellman equation:

V(St, t) � λt · E
(XO

t ,YO
t )

~O(t)

"

max
p→t

X

it∈Ct, (xO
t ,yO

t )

qit, t(pt
→

) ·

�

(pit, t� c) · E
Ld

t′′~ρ(St)
[Ld

t′′ ]

+ E
(Jt,XD

t ,YD
t )

~D(t,St)

V(St+1(St, (XO
t , YO

t ), it, (XD
t , YD

t ), Jt), t+ 1)
� �

�

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
customer arrives and chooses a vehicle 

+q0, t(pt
→

) · E
(Jt,XD

t ,YD
t )

~D(t,St)

V(St+1(St, 0, 0, (XD
t , YD

t ), Jt), t+ 1)
� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{

customer arrives and chooses no vehicle
#

+(1�λt) · E
(Jt,XD

t ,YD
t )

~D(t,St)

V(St+1(St, 0, 0, (XD
t , YD

t ), Jt), t+ 1)
� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{

no customer arrives

(2) 

with the boundary condition V(ST, T) � 0 ∀ST. The 
Bellman equation recursively calculates the optimal 
expected profit from future rentals V(St, t) for being in 
state St at the beginning of period t. Each micro period t 
corresponds to a stage in this dynamic program. In the 
following, we explain how the four steps (I–IV) within 
each stage (�micro period) are represented in (2).

In the first and the second line of (2), a customer arrives 
(Step I) with probability λt at a location (xO

t , yO
t ) and in 

this case, the optimal price vector p→t for all available vehi-
cles is determined (Step II). The following customer 
choice process has different potential outcomes (Step III): 
With probability qit, t(p

→

t) (first line), vehicle it is chosen, 
and, in expectation a profit of (pit, t� c) ·ELd

t′′~ρ(St)
[Ld

t′′ ] is 
obtained. Another vehicle jt that was rented before micro 
period t may be returned at location (xD

t , yD
t ) (Step IV) 

and the system evolves to the next state in micro period 
t+1 where expected future profit is V(St+1(St, (xO

t , yO
t ), it, 

(xD
t , yD

t ), jt), t+ 1).
With probability q0, t(p

→

t) (second line), no vehicle is 
chosen. Nonetheless a vehicle jt may be returned at 
location (xD

t , yD
t ), and the system evolves into the state 

in micro period t+1 with expected future profit V(St+1 
(St, 0, 0, (xD

t , yD
t ), jt), t+ 1). The third line of the Bellman 

equation considers the case—occurring with probabil-
ity (1�λt)—in which no customer arrives, so again, 
only a vehicle may be returned at location (xD

t , yD
t ). 

Hence, we have the same expected future profit as in 
the second line of the equation.

If a customer arrives in micro period t, the optimal 
prices need to be calculated. When doing so, the pro-
vider is aware of the customer’s coordinates (xO

t , yO
t ), 

which are thus deterministic for the problem of pricing. 

Obviously, profit-maximizing prices in (2) are given by

p→
∗

t � arg max
p→t

X

it∈Ct, (xO
t ,yO

t )

qit, t(pt
→

) ·
�
(pit , t� c) ·ELd

t′′~ρ(St)
[Ld

t′′ ]

+Wit(St, (xO
t ,yO

t ), t)
�
+ q0, t(pt

→

) ·W0(St, t) (3) 

with

Wit , t(St, (xO
t ,yO

t ), t)
� E
(Jt,XD

t ,YD
t )

~D(t,St)

[V(St+1(St,xO
t ,yO

t ), it, (X
D
t ,YD

t ), Jt), t+ 1)]

∀it ∈ Ct, (xO
t ,yO

t )
, (4) 

W0, t(St, t)
� E
(Jt,XD

t ,YD
t )

~D(t,St)

[V(St+1(St, 0,0, (XD
t ,YD

t ), Jt), t+ 1)]: (5) 

Since the provider knows the customer’s coordinates, 
he also knows her consideration set Ct, (xO

t , yO
t )

and only 
the prices for the idle vehicles it ∈ Ct, (xO

t , yO
t )

within reach 
of the current customer at location (xO

t , yO
t ) need to be 

optimized, as the choice probabilities only depend on 
them (see Section 3.3 and Figure 1(a)). Thus, instead of 
the C × 1 vector p→t, a smaller price vector p→t, (xO

t , yO
t )

with 
only |Ct, (xO

t , yO
t )
| × 1 entries (a subset of the entries of the 

original price vector) needs to be optimized. More spe-
cifically, this new p→t, (xO

t , yO
t )

contains the entries i of 

p→t, (xO
t , yO

t )
, for which i ∈ Ct, (xO

t , yO
t )

. Thus, the action space 
reduces from pricing all idle vehicles of the fleet to a 
handful and the online pricing problem becomes

p→
∗

t, (xO
t , yO

t )
� arg max

p→t, (xO
t ,yO

t )

X

it∈Ct, (xO
t ,yO

t )

qit, t(p
→

t, (xO
t , yO

t )
) ·

 

(pit, t� c) ·

E
Ld

t′′~ρ(St)
[Ld

t′′ ] +Wit, t(St, (xO
t , yO

t ), t)

!

+ q0, t(p
→

t, (xO
t , yO

t )
) ·W0, t(St, t): (6) 

The dynamic program considers all steps (Step I-Step 
IV) in a micro period, that is, at the beginning of the 
micro period, it is not yet clear if and where a cus-
tomer arrives. Therefore, the outer expectation in (2) is 
over the location (XO

t , YO
t ) ~ O(t) where the customer 

arrives. However, the supplier determines the prices 
of the reachable vehicles when the customer has al-
ready arrived (Step II). Thus, when deciding on prices, 
the provider knows the location (xO

t , yO
t ) of the cus-

tomer and the expectation over (XO
t , YO

t ) ~ O(t) can be 
dropped in (6).
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4. Solution Method
In this section, we describe the solution method we pro-
pose for the considered problem. First, in Section 4.1, we 
derive a convexity result that allows us to obtain an effi-
cient linear reformulation of the pricing problem. Then, 
in Section 4.2, we develop our approximate dynamic 
programming solution method. Section 4.3 contains the 
proposed nonparametric value function approximation, 
including a description how historical data are used.

4.1. Convexity of the Pricing Problem and Linear 
Reformulation

When solving the online pricing problem (6) by com-
plete enumeration, the number of calculations that 
must be performed for each micro period t is of the 
order O( |M |

|Ct, (xO
t ,yO

t )
|
), implying that the calculation 

time in one single stage of the dynamic program 
increases exponentially with the number of reachable 
vehicles |Ct, (xO

t , yO
t )
| and polynomially with the number 

of price levels |M | . Further, given that the state space 
grows exponentially across the multiple stages, an 
alternative solution method is required to efficiently 
solve larger instances.

Under the assumption that demand follows a multi-
nomial logit model (see Section 3.1) as it does in our 
numerical studies (see Section 5.4.2), the pricing prob-
lem at stage t (i.e., the one-stage optimization problem) 
can be formalized by the following fractional program 
(see, e.g., Davis, Gallego, and Topaloglu 2013), using 
decision variables zit, m that equal 1 if the provider 
selects price level m for vehicle it:

max 1
Bt +

P
it∈Ct, (xO

t ,yO
t )

P
m∈M Ait, t, m · zit, t, m

·

2

6
4

X

it∈Ct, (xO
t ,yO

t )

X

m∈M
(pit, m� c) · E

Ld
t′′~ρ(St)

[Ld
t′′ ] +Wi, t St, (xO

t , yO
t ), t

� �
 !

·Ait, t, m · zit, t, m +Bt ·W0, t(St, t)

3

7
5 (7) 

s.t.
X

m∈M
zit, t, m � 1 ∀it ∈ Ct, (xO

t , yO
t )

(8) 

zit, t, m ∈ {0, 1} ∀it ∈ Ct, (xO
t , yO

t )
, m ∈M (9) 

In the objective function (7), Ait, t, m denote given attrac-
tion values for each vehicle it and price level m, captur-
ing the attractiveness of the corresponding alternative 
to the customer. The attraction values correspond to 
e(uit, t), with uit, t referring to the utility of alternative it in 
the underlying multinomial logit demand model. The 
attraction value for the no-choice alternative is Bt and 
corresponds to e(u0, t). Constraints (8) ensure that exactly 

one price level m is selected for each reachable vehicle 
it, and Constraints (9) define the variables zit, t, m as 
binary.

The structure of the fractional program (7)–(9) is 
identical to that of the product line and price selection 
problem analyzed by Chen and Hausman (2000). They 
show that its objective function is strictly quasi-convex 
in zit, m. Further, the coefficient matrix of the model’s 
Constraints (8) is totally unimodular (also see Lemma 
2 in Chen and Hausman 2000). Consequently, the 
binary Constraints (9) can be LP-relaxed (i.e., 0 ≤ zit, t, m 
≤ 1 ∀it ∈ Ct, (xO

t , yO
t )

, m ∈M) and, due to the convexity of 
the resulting model, every local maximum is also a 
global maximum, allowing to solve the problem by 
standard nonlinear programming codes.

It is even possible to use linear programming to solve 
the problem, as we can linearize the objective of the re-
laxed fractional program by applying a Charnes-Cooper 
transformation (see, e.g., Stancu-Minasian 1997). The 
idea is to substitute the reciprocal of the denominator, 

that is, 
�

Bt +
P

m∈M
P

it∈Ct, (xO
t ,yO

t )
Ait, t, m · zit, m

��1 
in (7) by a 

new variable vt > 0 and ensure correctness by addition-
ally imposing the constraint:

Bt · vt +
X

it∈Ct, (xO
t ,yO

t )

X

m∈M
Ait, t, m · ẑit, t, m � 1, (10) 

where the variable ẑit, t, m substitutes vt · zit, t, m.
After performing the latter substitution also in the 

existing constraints of the relaxed fractional program and 
removing redundant constraints, the following equiva-
lent, linear reformulation for period t is obtained:

max
X

it∈Ct, (xO
t , yO

t )

X

m∈M

�
(pit, m � c) · E

Ld
t′′~ρ(St)

(Ld
t′′ )

+Wit(St, (xO
t , yO

t ), t)
�
· Ait, t, m · ẑit, t, m

+ (Bt · vt) ·W0, t(St, t) (11) 

s.t.

Bt · vt +
X

it∈Ct, (xO
t , yO

t )

X

m∈M
Ait, t, m · ẑit, t, m � 1 (12) 

X

m∈M
ẑit, t, m � vt ∀it ∈ Ct, (xO

t , yO
t )

(13) 

ẑit, t, m ≥ 0 ∀it ∈ Ct, (xO
t , yO

t )
, m ∈M (14) 

vt ≥ 0 (15) 

4.2. Approximate Dynamic Programming 
Solution Method

The state space as well as the outcome space of the 
dynamic program (2) depend on the coordinates of the 
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arriving customer. Since the customer can arrive any-
where within the continuous business area, these coor-
dinates are continuous. The same holds for the return 
location of a vehicle. Thus, state and outcome space are 
of infinite size. As a consequence, the dynamic program 
cannot be solved exactly (curse of dimensionality, see, 
e.g., Powell 2011, Chapter 1.2).

We use approximate dynamic programming to obtain 
a tractable solution method and exploit the fact that we 
are only interested in the price decisions p→

∗

t, (xO
t , yO

t )
, that 

is, the solution of (6).
In particular, we approximate the values Wit, t, W0, t 

of the stochastic nodes immediately after a customer’s 
decision (Step III) and before a potential return of a vehi-
cle becomes known (see Figure 2). This allows to reduce 
the size of the online pricing problem tremendously by 
only optimizing one period explicitly while still taking 
into account the customer choice behavior. Graphically, 
this corresponds to “trimming” the decision tree in 
Figure 2 after Step IV and capture the parts that are cut 
away by W0, t and Wit, t. The challenge, however, is to 
find accurate approximations W̃i, t, W̃0, t for Wit, t, W0, t, 
respectively. Our approximation is based on the key 
simplification that V and, thus, W is additive in the 
values of all vehicles. The intuition here is that, since 
the overall revenue obtained is composed of the reven-
ues realized by the individual vehicles, adding up the 
revenue-to-come from a certain point in time on for all 
vehicles—the vehicle values—yields the state value. 
Clearly, this is a simplification because the actual spa-
tial vehicle distribution never perfectly matches the 
one observed in history such that potential interdepen-
dencies between vehicle values for the current vehicle 
distribution are neglected. However, this additivity 
assumption has a very favorable property with regard 
to runtime and, thus, implementation in practice: In 
order to calculate the optimal prices, we no longer need 
to consider all available vehicles of the fleet, but only 
the reachable ones. This is because the vehicles out of the 
customer’s reach remain idle for any choice outcome 
and, thus—technically speaking—form a constant term 
in the online pricing problem (6) that can be neglected. 
Our results show that this value function approxima-
tion works well and that this policy provides in a small 
instance, the same results (� prices) as the theoretically 
optimal policy (TINY, see Sections 5.2 and 5.3).

For the same reason, we neglect the currently moving 
vehicles. Clearly, this also is an approximation, because, 
in reality, unreachable and moving vehicles obviously 
impact future revenues and may also alter a decision— 
for example, if a vehicle is part of a large agglomeration 
of vehicles.

Clearly, a vehicle’s value (� expected future profit 
until the end of the time horizon) depends on whether it 
remains standing idle at its current location or whether it 
departs to another location through a rental. Hence, for a 

certain vehicle it, we denote these approximate vehicle- 
specific values as w̃idle

it and w̃depart
it , respectively. With this 

assumption, the approximated values W̃it , t and W̃0, t, 
thus, can be obtained by

Wit , t ≈ W̃it, t �
X

jt∈Ct, (xO
t ,yO

t )
\{it}

w̃idle
jt, t + w̃depart

it, t ∀it ∈ Ct, (xO
t , yO

t )
,

(16) 

W0, t ≈ W̃0, t �
X

jt∈Ct, (xO
t ,yO

t )

w̃idle
jt, t : (17) 

The idea in (16) is that the value of the state after vehicle 
it has been chosen (Wit, t) is approximately the sum of 
the values of the remaining idling vehicles from the 
consideration set Ct, (xO

t , yO
t )

, plus the value of the depart-
ing (� chosen) vehicle it. Accordingly in (17), the state 
value when no vehicle was chosen (W0, t) is approxi-
mately the sum of all idling vehicles from Ct, (xO

t , yO
t )

.
Hence, the online pricing problem (6) solved in Step 

II becomes

p→
∗

t, (xO
t , yO

t )
≈ arg max

p→t, (xO
t , yO

t )

X

it∈Ct, (xO
t , yO

t )

qit, t(p
→

t, (xO
t , yO

t )
) ·
�
(pit, t � c)

· ELd
t′′~ρ(St)

[Ld
t′′ ] + W̃it, t

�

+ q0, t(p
→

t, (xO
t , yO

t )
) · W̃0, t: (18) 

4.3. Nonparametric Value Function 
Approximation

In this subsection, we describe the specific approach for 
obtaining the values w̃idle

it, t and w̃depart
it, t . We first give an 

overview of our approach in Section 4.3.1. Then, we pre-
sent the details of data selection and the kernel function 
used in Section 4.3.2.

4.3.1. General Idea. Based on the current time t and 
the location, a vehicle it is evaluated. This evaluation is 
performed for two different cases. First, for the case 
that vehicle it is chosen by the customer, departs and is 
dropped off at the destination after the rental time. Sec-
ond, when the customer does not choose the vehicle 
and, thus, the vehicle remains idle at the current loca-
tion. For the first case (w̃depart

it ), the value indicates the 
expected value of vehicle it after it has been chosen and 
parked by the customer. For the second case (w̃idle

it ), the 
value indicates the expected value of the vehicle after 
the customer has not chosen the vehicle and it is still 
idle at the same location.

More technically, the approximate vehicle values w̃idle
it , t 

and w̃depart
it, t for a vehicle it are determined by a nonpara-

metric value function approximation (see Powell 2011, 
Chapter 8.4 for an introduction to this technique). Build-
ing on this, our approach is as follows. The values w̃idle

it, t 
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and w̃depart
it , t are calculated as weighted averages across 

corresponding data points k from historical and/or sim-
ulated data that reflects current system behavior. That is, 
for an idle vehicle, w̃idle

it, t is a weighted average of corre-
sponding idle vehicle values ŵidle

k in the data and w̃depart
it, t 

is a weighted average of corresponding departing vehi-
cle values ŵdepart

k in the data. The values w̃idle
it, t and w̃depart

it, t 
depend on the location of the vehicle it and the time at 
which the vehicle it to be valuated is located. These 
approximate vehicle values are location and time depen-
dent, that is, they depend on a subset of the state. More 
specifically,

w̃s
it, t �

X

k∈Ks
it

κs
k, it · ŵ

s
k ∀it ∈ Ct, (xO

t ,yO
t )

,s ∈ {idle, depart}, t ∈ T

(19) 

where κidle
k, it and κdepart

k, it are the weights that capture how 
“similar” a specific data point k is to vehicle it (see next 
subsection for details). The sets Kidle

it, t and Kdepart
it, t repre-

sent the sets of observations relevant to approximate 
the value of vehicle it (see next subsection for details).

To explain the process of obtaining these values ŵidle
k 

and ŵdepart
k from data, we assume for the following illus-

tration w.l.o.g. that the problem’s time horizon is one 
day and that we dispose of data that only comprises 
one specific date. For each vehicle, we know over the 
day when and where it was standing idle, when it 
departed, and how much profit the corresponding 
rental generated, as well as when and where each rental 
terminated. Figure 4 illustrates such “paths” in the his-
torical data, consisting of idle times (thick blue/red 
lines) and rentals (thin blue/red arrows) exemplarily 
for two vehicles (red and blue). For now, consider only 
the temporal dimension on the horizontal axis. The 

remainder of this figure (with the spatial dimension on 
the vertical axis) is explained in the next subsection. 
Thus, for any given point in time, we can determine the 
current status of each vehicle from this data, and the 
required values ŵidle

k and ŵdepart
k capture the—loosely 

speaking—profit the vehicle generates from this point 
in time onwards until the end of the day.

Obviously, robustness improves with increased amount 
of data available, and, thus, one would combine data from 
multiple comparable historical/simulated dates, for exam-
ple from multiple identical days of the week. Then, regard-
ing a data’s timestamps, only the time (and not the date) is 
relevant and observations from different dates are consid-
ered as different vehicles. Further, an implicit assumption 
to note here is that spatial vehicle distributions, demand 
patterns and, thus, vehicle values are similar for compara-
ble days and, even more important, to the situation when 
the pricing approach is applied. This, of course, is the case 
only to a certain extent, because the above-mentioned are 
endogenous and an important point of pricing is to influ-
ence the vehicle distribution. To address this issue, the 
underlying database may be iteratively updated (see also 
the numerical results in Sections 5.3 and 5.7.2)

The described nonparametric value function approxi-
mation has two decisive benefits for practice. First, histor-
ical data can readily be used. Second, the approximate 
vehicle values can continuously be precomputed such 
that they do not need to be determined in the moment 
the pricing problem (18) needs to be solved.

4.3.2. Data Collection, Data Selection and Kernel 
Function. The remaining part to fully specify our ap-
proach is the determination of the sets Kidle

it, t and Kdepart
it, t 

relevant for the evaluation of vehicle it from the sets 
of all data points Kidle and Kdepart, as well as the weights 
κidle

it, k and κdepart
it, k .

Figure 4. (Color online) Illustration of Historical Data Considered for Evaluation of Vehicle it 

(a) (b)

Notes. (a) Idle vehicles. (b) Departing vehicles.
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Regarding departing vehicles, the set of all data points 
Kdepart � {(ŵdepart

k , ok, tk)} consists of collected data points 
k with location ok and time tk of the departure event. The 
value ŵdepart

k is the profit earned by this vehicle after the 
rental that started at tk (this is necessary for consistency 
with (18)) until the considered time frame (one day in 
our case). Thus, a VSS provider can simply reconstruct 
this data from the observed historical vehicle move-
ments, which are collected anyway for invoicing.

As mentioned above, one central idea is to approxi-
mate values for departing vehicles based on “similar” 
data points. Since all events in the free-floating VSS are 
characterized by a certain location and time, it is reason-
able to integrate the spatial as well as the temporal 
dimension in the metric that measures “similarity”. This 
implies that the vehicle values w̃idle

it, t and w̃depart
it, t are time- 

and location-dependent. To determine Kdepart
it for a vehicle 

it whose value is to be approximated (with location oit, t �

(xv
it, t, yv

it, t) and at time t), we define the following filter:

K
depart
it, t

� (ŵdepart
k , ok, tk) ∈Kdepart

�
�
�ζ · | t� tk | + |oit, t� ok | ≤ h

n o
:

(20) 

where |t� tk | is some temporal distance, |oit , t� ok | is some 
spatial distance, ζ�is a scaling parameter, and h is a band-
width. This idea of a spatiotemporal “similarity” and a 
bandwidth h can be thought of as a (stretched) circle. It is 
illustrated in Figure 4(b). The black (diagonally striped) 
vehicle at a certain location at 8:00h is to be evaluated. 
The departure event data points are the red and blue cir-
cles. According to the filter, only data points (red and 
blue circles within the semicircle) within radius h (black 
dotted) are to be considered and marked by a black circle.

For the idle vehicles, this step is slightly more complex, 
because collected data points on idle vehicles Kidle �

{(ŵidle
k , ok, tk)} refer to the time intervals tk when the vehi-

cles stood idle (the horizontal thick lines in Figure 4(a)). 
For an interval tk, data point k has the future value ŵidle

k 
that equals the profit earned by this vehicle after the inter-
val until the end of the horizon (there is obviously no 
profit during the interval). To determine distance in time, 
we need to compare these intervals with the point in time 
t of the vehicle to evaluate. To do so, from each interval, 
we consider the point in time closest to t. More formally, 
the set of relevant observations to evaluate an idle vehicle 
it (depicted as red and blue crosses in the figure) is

Kidle
it, t �

(

(ŵidle
k , ok, tk)

�
�
�
�
�
∃(ŵidle, ok, tk) ∈Kidle ∧ tk

� arg min
t′′′k ∈tk

|t′′′k � t | ∧ ζ · | t� tk | + |oit, t� ok | ≤ h

)

:

(21) 

Next, the weights κs
k, it for every historical/simulated data 

point k ∈Ks
it, t ∀s ∈ {idle, depart} are determined with a 

kernel function K. As described above, a scaling ensures 
that the weights sum to one. In particular, we use

κs
it, k �

Ks
it, k

P |Ks
it, t |

l�1 Ks
it, l

∀k ∈ Ks
it, t, s ∈ {idle, depart}: (22) 

The unscaled weights Ks
it, k ∀s ∈ {idle, depart} can be 

determined using various kernel weighting functions, 
including the Gaussian, Uniform, Epanechnikov, or 
Bi-Weight kernel weighting functions. As kernel weight-
ing function, we use the following Epanechnikov kernel 
function (Powell 2011, Chapter 8.4.2)

Ks
it, k �

3
4 · 1� dit, k

h

� �2
 !

∀k ∈Ks
it, k, s ∈ {idle, depart}

(23) 
with

dit, k �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(ζ · (t� tk))
2
+ (|oit, t� ok | )

2
q

∀k ∈Ks
it, k,

s ∈ {idle, depart}:
(24) 

5. Computational Studies
In this section, we evaluate the developed dynamic 
pricing approach in comparison with different bench-
mark approaches. To that end, we consider two differ-
ent groups of settings. The first group only consists of 
one artificial, small setting (denoted TINY) that allows 
analytically solving the dynamic program by backward 
recursion to obtain the optimal prices (� policy) as a 
benchmark. The second group with its three settings 
SMALL, MEDIUM, and LARGE allows to evaluate the 
approaches in more realistic instances.

The new pricing approach and the benchmark ap-
proaches are described in Section 5.1. Regarding TINY, 
Section 5.2 describes the setup and Section 5.3 describes 
the evaluation procedure and the results. The setup of 
the second group (i.e., SMALL, MEDIUM, LARGE) is 
described in Section 5.4, followed by the main results in 
Section 5.5 and additional sensitivity analyses in Section 
5.6. In Section 5.7, we briefly analyze variations of the 
developed solution approach.

5.1. Pricing Approaches
We compare our developed pricing approach with nine 
benchmark approaches (see Table 1). First we describe 
the customer-centric pricing approaches: 
• C-ANT: Our customer-centric and anticipative pric-

ing approach determines dynamic prices for each cus-
tomer by considering current and future (approximate) 
state values (see Section 4).
• OPT: Calculation of the optimal price for each 

arriving customer by backward recursion. As usual in 
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dynamic programming, this pricing approach is only 
feasible for very small instances.
• C-MYOP: Myopic version of C-ANT without antic-

ipation: w̃idle
it, t � w̃depart

it, t � 0 for all it ∈ Ct, (xO
t , yO

t )
, resulting 

in W̃it, t � W̃0, t � 0 for all it ∈ Ct, (xO
t , yO

t )
.

• C-HEUR: Heuristic improvement of C-MYOP. 
Instead of w̃idle

it, t � 0, w̃idle
it, t equals the average profit per 

expected rental duration across all vehicles for all it ∈
Ct, (xO

t , yO
t )

. More specifically, no distinction is made in the 
valuation of the idle vehicles: w̃idle

it, t � w̃idle ∀it. Thus, in 
the price optimization (18), a rental is no longer “for 
free” (no opportunity cost) as in C-MYOP, but w̃idle

it, t now 
reflects that if vehicle it is not rented now, it obtains in 
expectation a profit of w̃idle

it, t during the expected rental 
time ELd

t′′~ρ(St, St,d)
[Ld

t′′ ] because it may be chosen by 
another customer already in the next period.

In addition, we consider some pricing approaches 
that are location-based. Here we differentiate between ap-
proaches that are based on partitioning the business area 
into tiles and approaches that are based on business rules. 
• RUBA: Rule-based pricing approach, in which the 

business area is partitioned into 1 km× 1 km tiles that 
can be thought of as stations, as it is common in the lit-
erature. To obtain prices for the vehicles in each tile, 
we follow the approach of Bianchessi, Formentin, and 
Savaresi (2013) who compare the number of vehicles in 
each tile to the average number of available vehicles in 
the entire business area. If the number of vehicles in a 
tile falls below the average number of available vehicles, 
the price of the vehicles in the tile is increased and the 
magnitude of the increase depends on the severity of 
the imbalance. Vice versa, if the number of idle vehicles 
rises above the average number of available vehicles, 
the price is decreased. Whereas in the original approach 
continuous prices are used, we require discrete prices 
for the considered problem. Thus, in a further step, the 
calculated continuous prices are discretized by round-
ing to the nearest price point.
• L-ANT: In a first step, the business area is also parti-

tioned into 1 km× 1 km tiles. This location-based pricing 
approach determines dynamic prices for every tile and 
1h-period (e.g., 1 a.m.–2 a.m., 2 a.m.–3 a.m., etc.). At the 
beginning of each period, a Faure sequence is used to 
generate multiple realizations of artificial customer arri-
vals for each tile. C-ANT is then applied to determine 

the prices for the available vehicles for each artificial cus-
tomer. The prices for the vehicles in a tile are then aver-
aged and rounded to the next price point. All vehicles 
located in the tile obtain this price. This benchmark is 
anticipative but is not customer-centric, since it does 
not use the situation-specific information of the custo-
mer’s location as in C-ANT. Therefore, by comparing 
the results of L-ANT to C-ANT’s, the value of consider-
ing the location of the customer in anticipative pricing is 
isolated, that is, the importance of customer-centric pric-
ing can be quantified.
• L-MYOP: Myopic version of L-ANT without anti-

cipation: This means that instead of C-ANT we use 
C-MYOP to determine the prices for the vehicles in the 
different tiles. This benchmark is neither anticipative nor 
customer-centric. Therefore, compared with C-MYOP, 
this benchmark can be used to measure the impact of con-
sidering the location of the customer in myopic pricing. 
Compared with the benchmark above, we see the value 
of anticipation in non-customer-centric (� location-based) 
pricing.

Regarding the relation between C-ANT and L-ANT, 
note that C-ANT dominates L-ANT in the (theoretical) 
case that the state value approximation is exact. In this 
case, C-ANT is the optimal policy. However, since state 
value approximations are not exact in general, both ap-
proaches are heuristics.

Last, we consider the following uniform pricing ap-
proaches. As they use only one price, they do not require 
a pricing decision from the provider. 
• BASE: Constant uniform pricing, where pi, t is the 

median price from the set of price points (following our 
industry partner, we also call it base price) for all vehi-
cles. Due to its wide adoption over all VSS types, this 
pricing approach can be considered as the de facto stan-
dard in practice.
• LOW: Constant uniform pricing, where pi, t is the 

lowest price for all i ∈ C, t ∈ T .
• HIGH: Constant uniform pricing, where pi, t is the 

highest price for all i ∈ C, t ∈ T .
Each pricing approach is evaluated in n� 500 simula-

tion runs with common random numbers and we 
report average values.

5.2. Setup Artificial Setting
This artificial setting (denoted TINY) is set up such that it 
is still possible to optimally solve the dynamic program 

Table 1. Overview of Pricing Approaches

Focus of dynamic pricing

Uniform pricingCustomer-centric Location-based

Foresight Anticipative C-ANT, C-HEUR, OPT L-ANT BASE, LOW, HIGH
Myopic C-MYOP L-MYOP, RUBA
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by backward recursion. To that end, a spatial discretiza-
tion of the business area is required such that the state 
space becomes finite. Thus, the setting can be consid-
ered as a station-based VSS. It consists of two stations 
where vehicles can be rented and returned, two micro 
periods, and one vehicle. The customer can arrive (i.e., 
open the app) at three possible locations, of which two 
(location 1 and 3) coincide with the two stations (see 
Figure 5). If the customer arrives at one station, the 
other is too far to walk to. Both stations are within reach 
of the customer if she arrives at location 2. The customer 
arrival probability for both micro periods is 80% for 
location 1, 10% for location 2, and 5% for location 3. 
With 5%, no customer arrives. The provider can set two 
different prices, that is, the high price (0.46 e/min) or 
the low price (0.18 e/min).

The customer choice probability depends on the dis-
tance between customer and vehicle (positive correla-
tion) and the price (negative correlation): If the vehicle 
is out of reach, the choice probability is 0. If the cus-
tomer arrives at the station where the vehicle is located, 
she chooses the vehicle with 80% for the low price and 
with 30% for the high price. If the customer arrives at 
location 2 and the vehicle is located at one of the two 
stations, then she chooses the vehicle at the low price 
with 60% and at the high price with 20%.

The rental destination probabilities are set as follows: 
If the customer chooses the vehicle at station 1 (station 
2), she terminates the rental at station 1 with probability 

5% (50%) and at station 2 with 95% (50%). For simplicity, 
the walking time is neglected in this setting (lw1 � lw2 � 0) 
and the rental time is always one micro period (ld1 � ld2 
� 1=∆). At the beginning of the first micro period, the 
vehicle is at station 1. Figure 1 in Online Appendix A.1 
shows the corresponding decision tree. The optimal pol-
icy always sets high prices in the first micro period and 
low prices in the second micro period.

5.3. Simulation Procedure and Results 
Artificial Setting

In this subsection, we compare the results of LOW, 
C-ANT, and C-MYOP with OPT. For the evaluation of 
each approach, n� 10,000 runs are simulated.

Regarding C-ANT, the required historical data are 
generated by simulating 10,000 runs with LOW. As the 
only vehicle is always at station 1 at the beginning of 
period 1, we obtain two vehicle values. In case the 
vehicle departs from station 1, it has an expected 
future profit (i.e., in period 2) of w̃depart

1 � 0:0242 e. In 
case it remains idle at station 1, we have w̃idle

1 � 0:125 e. 
As the vehicle is never at station 2 in period 1, no 
values are available or needed. The values for period 2 
are w̃idle

1 � w̃idle
2 � w̃depart

1 � w̃depart
2 � 0, as no rentals can 

occur beyond this period.
Figure 6(a) depicts the profits as relative improve-

ments over LOW. It shows that C-MYOP generates the 
same profit as LOW and that C-ANT generates the 
same profit as OPT, that is, over 20% more profit than 

Figure 5. (Color online) Locations and Stations in Artificial Setting in the First Micro Period (TINY) 

Notes. (a) Customer arrives at location 1. (b) Customer arrives at location 2. (c) Customer arrives at location 3.

Figure 6. (Color online) Performance Indices and Vehicle Value for Station 1 and Period 1 

Notes. (a) Profit impr. over LOW. (b) Rentals. (c) w̃depart
1 generated by. (d) w̃idle

1 generated by.
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LOW. Further analyses (not shown here) reveal that 
both LOW and C-MYOP only set the low price. C-ANT 
and OPT also yield the same policy with a frequency of 
44% for the low price and 56% for the high price. This is 
also reflected in the number of rentals, which are about 
20% lower for C-ANT and OPT (Figure 6(b)). Overall, 
this shows that C-ANT can indeed yield the theoretically 
optimal policy. The optimality achieved by C-ANT in 
this small example cannot be generalized. However, it 
shows that in principle C-ANT can achieve optimality.

For C-ANT, the vehicle values were determined based 
on LOW runs. However, as discussed in Section 4.3.1, 
vehicle values reflect customer behaviour and are, thus, 
influenced by prices. If past pricing considerably devi-
ates from current practice, iteratively updating the vehi-
cle values based on new data are an alternative. To 
demonstrate this, we initialize the values w̃idle and w̃depart 

with 0, perform a simulation run, and then adjust the 
vehicle values. In doing so, we used a constant stepsize 
and weighted the previous vehicle value with 0.995 and 
the new vehicle value from the recent simulation run 
with 0.05. The vehicle values for the departing and idle 
vehicle at station 1 in period 1 in comparison with the 
vehicle values obtained by runs with LOW (as before) 
and OPT are shown in Figure 6, (c) and (d).

Although the initialization is quite bad, we observe the 
values to quickly converge to the value obtained with the 
LOW or the OPT pricing. After 10,000 iterations we obtain 
the values w̃idle � 0:1263 e and w̃depart � 0:025 e, which— 
in this example—yield the same policy as described above. 
We will further investigate the value of iterative updating 
in a more realistic setting (Section 5.7.2).

Thus, we could show two things by comparing 
C-ANT with OPT: First, C-ANT can generate the same 
results as OPT if the vehicle values are well estimated. 
Second, we demonstrated how to iteratively update the 
vehicle values based on new data.

5.4. Setup Realistic Settings
5.4.1. Settings and Parameters. We consider three set-
tings that differ mainly in the size of the business area 
and the number of vehicles (SMALL, MEDIUM, and 
LARGE). The area of the SMALL setting has a size of 9 
km2 and is equipped with 36 vehicles (MEDIUM 16 km2 

and 64 vehicles, LARGE 25 km2 and 100 vehicles, all areas 
are square). The planning horizon is one day and at the 
beginning, all vehicles are randomly uniformly distrib-
uted across the business area. The demand patterns we 
use replicate what is observed in practice. Demand inten-
sity varies over the course of the day with two peaks 
(Figure 2 in Online Appendix A.2, see, e.g., Reiss and 
Bogenberger 2016). Furthermore, in line with practice, 
there is also a spatial variation of demand, for example, 
between the city center and peripheral areas. This is 
modeled by the density (pdf) of the origin probability 
distribution O(t) (see Section 3.1), which is exemplarily 
shown for all settings and two different times (8:00 h, 
16:00 h) in Figure 7. Density here means that the demand 
for the respective time period is spread over the size of a 
certain area, for example, the city center (the very center 
of Figure 7(a)). In other words, integrating the demand 
densities displayed in Figure 7(a) over the whole business 
area yields a value of 1 (note that density values are 
rounded) which corresponds to the normalized demand 

Figure 7. (Color online) Exemplary Density (pdf) of Customer Arrivals (Demand) Over Business Area 

Notes. (a) 8:00 h, SMALL. (b) 8:00 h, MEDIUM. (c) 8:00 h, LARGE. (d) 16:00 h, SMALL. (e) 16:00 h, MEDIUM. (f) 16:00 h, LARGE.

Müller et al.: Dynamic Pricing for Free-Floating VSSs 
Transportation Science, 2023, vol. 57, no. 6, pp. 1406–1432, © 2023 The Author(s) 1421 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

13
7.

19
3.

20
0.

14
7]

 o
n 

19
 D

ec
em

be
r 

20
24

, a
t 0

3:
24

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



value from Figure 7 for a certain period. The destination 
probability distribution for a customer who departed in 
the center is exemplarily shown for all settings and at two 
different times in Figure 6 in Online Appendix A.4.

Each of the three settings is examined for three differ-
ent overall demand levels, which differ in the demand- 
supply-ratio (DSR). The DSR is the maximum period 
demand (second peak) divided by the fleet size and 
we consider the values ∈ 1

3 , 2
3 , 1

� �
by scaling demand 

appropriately.
The other parameters are constant throughout all 

three settings: We choose a presumably small number of 
possible prices (M� 5 price points). The reason is related 
to the practitioners’ important pursuit for a transparent 
and easy to communicate pricing mechanism. In partic-
ular, a pricing mechanism with a small number of prices 
in comparison with infinite possibilities in a continuous 
range is much more transparent and easier to communi-
cate to customers. These price points (prices for short) 
pm ∈M are predefined with regard to typical prices in 
practice: We chose a base price per minute of p3 � 0:35 
e/min and a price difference of 0.10 e/min to the 
so-called low and high prices, so that p1 � 0:25 e/min 
and p5 � 0:45 e/min. The other prices are p2 � 0:30 
e/min and p4 � 0:40 e/min. Variable costs are c�0.07 
e/min. We calculate the travel time of a rental by draw-
ing the speed from a realistic distribution for urban traf-
fic. We then get the rental/driving time ldt as the product 
of the driving speed and the distance doit , (XD

t , YD
t )

. Further, 
we assume a willingness to walk of d � 500 m.

The parameter d is assumed to be known and its esti-
mation was performed based on two analyzes. In the first 
analysis, we conducted a literature search with regard to 
the maximum walking distance. For example, Singla et al. 
(2015) and Herrmann, Schulte, and Voß (2014) show that 
below 20% and at most 20.43%, respectively, of the 
respondents were willing to walk more than 500m. In 
the second analysis, we examined the data on customer 
choices from our practice partner which, amongst others, 
contains information on the distances to reachable vehi-
cles. In particular, we analyzed two aspects. First, we 
analyzed the share of customers walking more than 
500m to a vehicle. This share is below 2%. Second, we 
examined the choice situations in which all of the avail-
able vehicles were located more than 500m away. In this 
situation, the share of customers who chose one of these 
vehicles was close to 0. Thus, by combining the insights 
of literature and data, we decided to set the maximum 
walking distance to d � 500 m.

Furthermore, we only consider the ten closest vehi-
cles, as we observed from looking at the Share Now 
data that on average there are 4.3 vehicles within walk-
ing distance and the customer in average chooses the 
2.1 nearest vehicle. Furthermore, an analysis of the dis-
tribution of the number of available vehicles shows that 

90% of customers have seven or fewer vehicles avail-
able upon arrival. Only about 4% have ten or more 
vehicles available (see Figure 5).

5.4.2. Customer Choice Model. As described in Section 
3.1, a customer at position (xO

t , yO
t ) chooses among the 

vehicles i ∈ Ct, (xO
t , yO

t )
within reach and may also decide 

not to rent (no choice option), which is denoted by it�0. 
In the numerical study, customer choice behavior fol-
lows a multinomial logit model (see e.g., Train 2009, 
Chapter 3). Accordingly, the choice probabilities qit, t 
depend on the alternatives’ deterministic utilities uit, t for 
the customer (see Figure 4(b) in Online Appendix A.3):

qit, t �
euit, t

P
n∈Ct, (xO

t ,yO
t )
∪{0} eun, t

: (25) 

The deterministic utility uit, t of a vehicle it depends on 
its price pit, t and its distance to the customer dit, t (see 
Figure 4(a) in Online Appendix A.3):

uit , t � β
price · pit, t + β

distance · dit, t: (26) 

The no-choice option has utility u0, t � ASCNoChoice where 
ASCNoChoice stands for the alternative-specific constant for 
the no-choice option. These assumptions imply homoge-
neous customers and that customers decide solely based 
on current circumstances (myopic behavior). In particu-
lar, they do not act strategically (see, e.g., Gallego and 
Van Ryzin 1997; Talluri and Van Ryzin 2004, chapter 
5.1.4; Gönsch et al. 2013, for discussions of strategic or 
forward looking customers).

The parameters for the one choice model which is fit 
across all locations are estimated with a maximum- 
likelihood estimation based on 200,000 observations of 
mobile application openings. Technically, we used the 
Python package PandasBiogeme 3.2.10 (Bierlaire 2020). 
Among others, we used the likelihood ratio test and the 
Akaike information criterion to compare different model 
specifications. We tested attributes for the nearest vehi-
cle, the time of the day, the different vehicle types used 
in practice, and displayed discount badges. However, 
their impact was minimal, so, in the end, we then imple-
mented the above utility function with the two attributes 
with the biggest impacts on utility, that is, price and dis-
tance, as one might intuitively expect. We can state that 
60 meters of walking distance reduction approximately 
correspond to a price reduction of 0.10 e/min.

5.5. Main Results Realistic Settings
5.5.1. Profit. We first discuss profit, whose maximiza-
tion is the objective of the optimization problem and 
obviously the most important metric from the provi-
der’s perspective. The results for all three settings 
and DSRs are summarized in Figure 8. All profits are 
presented as relative profit improvements over the 
BASE pricing approach.
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We observe that C-ANT clearly provides the highest 
profit for all settings and DSRs. Compared with BASE, 
C-ANT shows profit improvements of up to 13.4%. 
The improvement over LOW is 22.9 to 32.7 percentage 
points, over HIGH 4.2 to 9.3, over C-MYOP 4 to 7.6, over 
C-HEUR 3.6 to 8, over RUBA 5.1 to 8.4, over L-MYOP 
5.5 to 9.3, over L-ANT 0.5 to 2.3 percentage points. 
By contrast, LOW performs much worse than BASE. 
L-ANT always performs second best across all settings 
and DSRs with an improvement of 5.1–10.5 percentage 
over BASE. For the benchmarks HIGH, C-MYOP, L- 
MYOP, C-HEUR, and RUBA, there is no clear order.

The fact that C-ANT generates up to 7.6 percentage 
points higher profits than C-MYOP shows that includ-
ing anticipation has substantial value. However, the 
comparison of C-ANT, L-ANT and C-HEUR shows 
that it is important how anticipation is done. A simple 
constant valuation for w̃idle

i as done in C-HEUR is not 
effective, since in some cases, for example, in the 
SMALL setting with DSR�2/3, C-MYOP performs bet-
ter than C-HEUR. The comparison between C-ANT 
and L-ANT shows the additional profit that C-ANT 
gains, because it is customer-centric, that is, it has the 
advantage to take situation-specific customer informa-
tion (location of customer and distance to each vehicle 
within walking distance) into account. C-ANT is up to 
2.3 percentage points better than L-ANT.

We conclude that C-ANT dominates all other pricing 
approaches with regard to profit and that its anticipative 
and customer-centric design is key for the performance— 

with about three quarters of C-ANT’s improvement over 
simple heuristics such as L-MYOP coming from anticipa-
tion and one quarter from being customer-centric.

5.5.2. Prices. Now, we compare the prices resulting 
from the different pricing approaches. To that end, we 
consider results from the SMALL setting with all three 
DSRs. Figure 9 illustrates the average price across all 
areas during the day (we left out LOW, BASE, and 
HIGH that set constant prices), and Figure 7 in Online 
Appendix A.6 shows the average price for different 
parts of the business area from C-ANT and C-MYOP. 
Figure 10 shows the relative frequency of prices for all 
approaches. The results for MEDIUM and LARGE are 
depicted in Online Appendix A.7.

Regarding the average price curves (Figure 9), we 
observe two different groups of approaches. For both 
groups there is a similar pattern in the average prices, 
but the prices of the nonanticipative (myopic) pricing 
approaches fluctuate less than the anticipative pricing 
approaches. For example in Figure 9(a), the average 
price of C-MYOP fluctuates between 0.35 and 0.40 
e/min, whereas the average price of C-ANT fluctuates 
between 0.34 and 0.42 e/min. These results can be 
explained as follows: The anticipatives approaches (C- 
ANT, L-ANT, C-HEUR) attempt to incentivize the use 
of the vehicles in certain parts of the business area dur-
ing the morning such that they become available in 
other parts with high demand later during the day. 
This explains the comparably low average prices of 

Figure 8. (Color online) Profit Improvement Over BASE 

Notes. (a) SMALL. (b) MEDIUM. (c) LARGE.

Figure 9. (Color online) Average Prices Over the Course of the Day (SMALL) 

Notes. (a) DSR = 1/3. (b) DSR = 2/3. (c) DSR = 1.
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C-HEUR and especially C-ANT and L-ANT during the 
morning. On the other hand, the myopic approaches 
do not consider futures states and profits and, thus, set 
higher average prices during the morning hours which 
are more profitable in the short term but less profitable 
in the long term, as the profit results above show.

The difference in terms of pricing between anticipative 
and myopic approaches becomes even more apparent 
when considering the temporal and spatial differences of 
prices by C-ANT and C-MYOP in Figure 7 in Online 
Appendix A.6. C-MYOP sets relatively high average 
prices in all parts of the business area throughout the 
entire day. In contrast, C-ANT varies prices in time and 
space. For example, in all peripheral parts, relatively low 
prices are set in the morning, while prices in the center at 
the same time are comparably high. Again, the purpose 
of this is to incentivize customers to drive vehicles from 
the outer areas to the center. In the center there is always 
high demand, so the price here is always quite high.

The discussed differences in price patterns between 
the pricing approaches can also be seen at the aggregate 
level by comparing the frequency of prices in Figure 10. 
While C-MYOP and L-MYOP do not set the lowest price, 
C-ANT also sets lowest prices. L-ANT, on the other 
hand, does also not use the lowest prices, but the share of 
second lowest prices is higher than for L-MYOP. Thus, 
these lowest prices (C-ANT) and the higher share of 
lower prices (C-ANT and L-ANT) cannot be motivated 

by myopic considerations, but only by regard to future 
profits. The lower profits by the higher share of lower 
prices in the morning are overcompensated by profits 
from later rentals. This also works in the opposite direc-
tion: C-ANT and L-ANT also choose highest prices more 
often then C-MYOP and L-MYOP.

We conclude that lowest prices and the higher share 
of lower prices, especially during morning hours, can be 
used as an incentive for customers and allow to generate 
higher profits at highest prices later during the day 
when the vehicle distribution is better aligned with the 
demand. This only works when future profits are taken 
into account like it is done by C-ANT or L-ANT, because 
vehicle values are approximated more accurately—in 
particular their dependence on both location and time is 
considered. Taking the customer’s location into account 
allows C-ANT to better tailor incentives to the customer.

5.5.3. Rentals. For the analysis of the rentals, we con-
sider Figure 11, which shows the average hourly rentals 
for the different pricing approaches over the course of the 
day for different DSRs in the SMALL setting. The respec-
tive results for MEDIUM and LARGE are depicted in 
Online Appendix A.7.

The rental curves resemble the demand curve (Figure 2 
in Appendix A.2) in that there is a minimum of rentals 
in the early morning and a maximum in the afternoon. 
As expected, the number of rentals increases in the DSR 

Figure 10. (Color online) Relative Price Frequency (SMALL) 

Notes. (a) DSR = 1/3. (b) DSR = 2/3. (c) DSR = 1.

Figure 11. (Color online) Rentals Over the Course of the Day (SMALL) 

Notes. (a) DSR = 1/3. (b) DSR = 2/3. (c) DSR = 1.
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and the number of rentals is lowest (highest) for HIGH 
(LOW).

The rental curves for C-MYOP and L-MYOP are very 
similar to the rental curves for C-ANT and L-ANT. Thus, 
although they all have very similar aggregated rentals, 
C-ANT and L-ANT manage to obtain considerably higher 
profits. It is also interesting that the rental curve for 
C-ANT is very similar to the rental curve of L-ANT, but 
C-ANT generates a considerably higher profit.

The rental curves of BASE lie above the ones for 
C-ANT, L-ANT, C-MYOP, and L-MYOP for all DSRs. 
Three important insights can be drawn thereupon. 
First, myopic pricing (C-MYOP, L-MYOP) leads to a 
significant decrease in the number of rentals compared 
with BASE, but an improvement in profit. Second, 
including anticipation, as in C-ANT and L-ANT com-
pared with the C-MYOP and L-MYOP, leads to similar 
number of rentals and at the same time to an increase in 

profit. Thus, besides the increased profit, C-ANT and 
L-ANT arguably provides the same service to custo-
mers with a higher profit. Third, including customer’s 
location as in C-ANT compared with L-ANT leads to a 
similar number of rentals, but a considerably higher 
profit.

5.5.4. Service-Oriented Metrics. In this section, we con-
sider three metrics: the share of customers who have (1) 
no available vehicle within reach, the (2) walking effort by 
considering the share of customers who choose the near-
est, second nearest, etc. vehicle, and the comparison of 
the (3) spatial distribution of vehicles at the beginning of 
the day and immediately before the afternoon peak. All 
results are obtained in the SMALL setting.

Regarding (1), Figure 13(a) shows that—as expected— 
the share of customers who cannot find an reachable 
vehicle increases for each pricing approach, as the overall 

Figure 13. (Color online) Different Results 

Notes. (a) Share of customers with no vehicle within walking distance (SMALL, DSR � 2/3). (b) Profit improvement over BASE (SMALL, DSR �
2/3). (c) Computational time of linear program (LP) and complete enumeration (CE) (SMALL, DSR � 2/3) for the reachable vehicles within 
walking distance.

Figure 12. (Color online) Vehicle Distribution for Different Pricing Approaches (SMALL, DSR � 2/3) 

Notes. (a) Initial, all approaches. (b) 17:30, BASE. (c) 17:30, C-MYOP. (d) 17:30, RUBA. (e) 17:30, L-ANT. (f) 17:30, C-ANT.
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demand level (DSR) increases. For each demand level, 
this share is highest (lowest) for LOW (HIGH). It is also 
noticeable that for the two pricing approaches C-ANT 
and L-ANT, this share is considerably lower than for 
BASE, C-MYOP, and L-MYOP. Overall, the results sug-
gest that the service level improves with anticipation (C- 
ANT and L-ANT), because it leads to a lower share of 
customers who do not have a reachable vehicle within 
the walking distance.

Regarding (2), Figure 8 in Online Appendix A.6 shows 
that most customers (>50%) take the nearest vehicle and 
then, to a decreasing extent, the second nearest, the third 
nearest, and then the others. Since these shares for the 
nearest (second nearest, etc.) vehicle hardly differ between 
the different pricing approaches, we conclude that the 
applied pricing approach has only a minor influence on 
the customers’ walking distance. This implies that total 
customer experience does not suffer.

Regarding (3), Figure 12 shows the spatial vehicle dis-
tributions over the business area at the beginning of the 
day as well as at 17:30 (immediately before the afternoon 
peak) for BASE, C-MYOP, RUBA, L-ANT, and C-ANT in 
the SMALL setting with DSR� 2/3. For illustrative pur-
poses, we partitioned the 3 km× 3 km business area into 
9 tiles and calculated the average share of idle vehicles in 
each tile. While at the start of the day 22% of the vehicles 
are in the center of the business area (Figure 12(a)) where 
demand is strongest in the afternoon, at 17:30 h with 
BASE that number declined to 5%. By contrast, C-ANT 
manages to have 10% of vehicles in the center which 
explains the higher availability observed above.

5.6. Sensitivity Analysis Realistic Settings
We consider two aspects in more detail. We examine the 
robustness of the above results regarding changes in 
demand preferences which, for example, vary across cit-
ies and countries. To that end, first, we examine whether 
the dominance of C-ANT discussed above holds if the 
spatial and temporal variation of the demand intensity is 
less pronounced (Section 5.6.1). Second, we analyze the 
impact of customer preference variation regarding price 
sensitivity and disutility from walking in Section 5.6.2.

A common standard demand pattern serves as a basis 
for parameter variations throughout the sensitivity 
analysis. We use the demand pattern of the SMALL set-
ting for DSR� 2/3, depicted in the top right of Figure 3 
in Online Appendix A.2.

5.6.1. Variation of Spatial and Temporal Demand 
Intensity. 
5.6.1.1. Parameter Variations. In addition to the stan-
dard demand pattern, we define four additional demand 
patterns which range from spatial and temporally homo-
geneous demand intensity to spatially and temporally 
heterogeneous demand intensity (the standard demand 
pattern), as illustrated in Figure 3 in Online Appendix 

A.2. In the most homogeneous demand pattern, there is 
no spatial and no temporal variation at all (bottom left in 
Figure 3 in Online Appendix A.2). In the most heteroge-
neous demand pattern, there is a high spatial and tem-
poral variation, as observed in practice (top right in 
Figure 3 in Online Appendix A.2, standard demand pat-
tern). Moreover, we also consider patterns with only spa-
tial or temporal and intermediate variation.

5.6.1.2. Results. Regarding profit, there is a clear impact 
of spatial and temporal demand variation (Figure 13(b)). 
The superiority of C-ANT (and L-ANT) over the other 
benchmark pricing approaches is more pronounced the 
more spatial variation there is. When there is no spatial 
variation the difference between the anticipative and 
myopic approaches is considerably smaller. Thus, the 
spatial variation is the main driver of C-ANT’s (and 
L-ANT’s) advantage over C-MYOP (and L-MYOP): 
C-ANT (L-ANT) performs around 7 percentage points 
better than C-MYOP (L-MYOP) when there is only spa-
tial variation or spatial and temporal variation but the 
approaches performs only around 2 percentage points 
better when there is only temporal variation. However, 
as the results for high spatiotemporal demand variation 
show, C-ANT (and L-ANT) leverages most on its antici-
pation when there is both high spatial and high temporal 
demand variation, as it is observed in practice. Overall, 
the dominance of C-ANT as discussed in Section 5.5 can 
be confirmed and C-ANT proves to be robust against 
changes in spatial and temporal demand variation. The 
main insight here is that more sophisticated pricing 
approaches are of particular value when there is more 
demand variation—especially spatial demand variation. 
For the analysis of rentals and prices we refer to Online 
Appendix A.8.1. The most interesting insight there is 
that C-ANT only uses the low price with high spatial 
variation. This shows that it indeed sacrifices revenue to 
nudge customers to drive to “better” areas.

5.6.2. Variation of Customer Preferences. 
5.6.2.1. Parameter Variations. In this section, we again 
use the standard demand pattern. We define three choice 
patterns in which we alter the parameters βdistance and βprice 

of the multinomial logit model which describes the cus-
tomer choice behavior (see Section 5.4.2). As we cannot 
disclose the choice parameters estimated on Share Now 
data, we now use three new choice patterns (Table 2). 

Table 2. Parameter Variations

Choice pattern βdistance βprice ASCNoChoice

Walking distance sensitive �10 �7.5 �5
Price sensitive �7.5 �10 �5
Walking distance and price sensitive �10 �10 �5
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The first choice pattern (walking distance sensitive) is simi-
lar to the real values we estimated on Share Now data. 
Here, a walking distance change of 1 km has a higher 
impact on the customer’s utility than a price change of 
1 e/min. In the second choice pattern (price sensitive), the 
price is more important for the customer than the walk-
ing distance. In the last parameter variation, the customer 
is both walking distance and price sensitive. Please note that 
also customers always care about distance and price, for 
simplicity, we name the patterns according to the more 
pronounced sensitivity. For each choice pattern, we vary 
the DSR as in Section 5.5.

5.6.2.2. Results. Regarding profit, we consider Figure 14. 
C-ANT clearly outperforms all other pricing approaches 
across all choice patterns and all DSRs. Compared with 
C-MYOP, C-ANT yields a profit increase of up to 7.6 per-
centage points. However, there are substantial differ-
ences in the results between the three choice patterns. For 
example, with price sensitive customers, the improve-
ments of all approaches over BASE are slightly lower (C- 
ANT’s is the highest at 10.8%). With walking distance 
sensitive customers, improvements reach up to 16.2%. 
Regarding an analysis of rentals and prices we again refer 
to Online Appendix A.8.2.

In conclusion, we recommend C-ANT independent 
of customer preferences. It considerably improves prof-
its and consistently provides the best result (significant 
at the 95% confidence level).

5.7. Variations of C-ANT
In the following, we briefly investigate straightforward 
variations of two aspects of C-ANT. First, in Subsection 
5.7.1, we compare using the LP (11)–(15) from Section 
4.1 and complete enumeration of all possible price com-
binations for the reachable vehicles to solve the pricing 
problem for each customer. Second, in Subsection 5.7.2, 
we look at the database used to approximate the vehi-
cle values. As historical/simulated data depends on 
the pricing regiment active during that time, we con-
sider iteratively updating the database based on new 
data, as already investigated in the TINY example (see 

Section 5.3). Throughout this section, as in the sections 
above, we use the standard demand pattern (SMALL, 
DSR� 2/3)

5.7.1. Comparison of Linear Program and Complete 
Enumeration. 
5.7.1.1. Experiment. We define four cases in which 
we alter the number of possible prices. For each case, 
we calculate the optimal prices in C-ANT using the lin-
ear program (LP, Section 4.1) and complete enumera-
tion (CE).

5.7.1.2. Results. Figure 13(c) shows computational 
times with 3 to 9 price points for up to 10 vehicles within 
the walking distance.

With three prices, there is no considerably difference 
in computational time between CE and the LP. For five 
or more prices, however, it is clearly visible that com-
putational time with CE increases in the number of 
vehicles within reach and explodes above seven vehi-
cles. For eight or more vehicles, CE’s computational 
time clearly exceeds the LP’s runtime, which remains 
consistently below 0.1 seconds. In conclusion, we rec-
ommend to use the LP to determine the optimal prices, 
independent of the number of possible prices |M | .

5.7.2. Iterative Updating of Historical Data. 
5.7.2.1. Experiment. In this analysis, we evaluate the 
impact of updating the historical data Kidle and Kdepart 

(see Section 4.3.2) iteratively in batches based on new 
data. We denote these variants of C-ANT and L-ANT 
as C-ANT-IT and L-ANT-IT, respectively. This pro-
cess is interesting for practical application, for exam-
ple, a provider may update the data after several 
weeks of applying the most recent parameterization 
of C-ANT-IT (L-ANT-IT). More specifically, of the 
5,000 simulation runs in this analysis, a batch consists 
of 1,000 runs each, such that the data are updated five 
times. For the first 1,000 runs, C-ANT-IT and L-ANT- 
IT use the same historical data as C-ANT and L-ANT 
(from 1,000 runs with BASE). For the second 1,000 
runs, the entire batch of the historical data (1,000 runs 
BASE) is replaced by the data collected from these first 
1,000 runs and so on.

5.7.2.2. Results. The results show that the iterative 
update based on new data improves the performance 
of C-ANT-IT and L-ANT-IT compared with C-ANT 
and L-ANT by 3.7 and 2.6 percentage points, respec-
tively (see Figure 15(a)). With regard to the amount of 
rentals realized, there are no differences between these 
four approaches. However, with regard to pricing, 
Figure 15(b) shows that the updating leads to a higher 
proportion of lower prices being set. Overall, this anal-
ysis shows that there is additional potential for the 

Figure 14. (Color online) Profit Impr. Over BASE (SMALL, 
DSR � 2/3) 
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proposed solution approach when updating the histor-
ical data.

6. Case Study—Share Now in 
Vienna, Austria

In this section, we consider a real-world setting that 
reflects the origin-based dynamic pricing optimiza-
tion of Share Now for a weekday in Vienna, Austria. 
This case study allows to conclude results and mana-
gerial insights from a real-world instance, as all para-
meters are based on real historical data which was 
collected over several months at Share Now. We intro-
duce the scenario in Section 6.1 and discuss the results 
in Section 6.2.

6.1. Setting and Parameters
To respect the nondisclosure agreement, we do not 
share the exact origin and destination probability dis-
tributions O(t) and D(t, St), respectively. Instead, we 
present the course of the aggregate demand across 
the entire business area normalized to the maximum 
period demand (at base price) in Figure 16(b). Demand 
parameters are obtained from data that Share Now 

recorded during six months in 2018. We unconstrained 
the constrained demand, that is, the observed rentals, 
with the help of location- and time-specific app open-
ing data which served as a proxy for the unconstrained 
demand. Such unconstraining is a standard issue in 
revenue management (see, e.g., Talluri and Van Ryzin 
2004, Chapter 9.4).

The demand curve (Figure 16(b)) shows two peaks 
at the rush hour times, in the morning at 8:30 h and in 
the evening at 18:30 h, with the lowest level during the 
night at 3:00 h. This pattern is typical for weekdays in 
cities in central and northern Europe. The demand- 
supply-ratio is approximately DSR� 0.84, which is 
similar to the scenario with DSR� 2/3 above. As is in 
reality at the time of data recording, we use three price 
points. All other parameters (walking speed, stochastic 
rental times, etc.) are as in the computational studies 
(Section 5.4.1). Regarding the customer choice model-
ing, we applied the same multinomial logit model 
including the utility function as described in Section 
5.4.2, which has been estimated on real-life data. Due 
to the very good performance of the C-ANT pricing 
approach in the sensitivity analysis, only this pricing 
approach and some benchmarks (BASE, LOW, HIGH, 
C-MYOP) are used for the case study.

6.2. Results
We first consider the profit of the different approaches 
(Figure 17(a)). Again, LOW leads to a reduction in profit 
compared with BASE. The approaches HIGH and 
C-MYOP deliver almost identical profits. As in the 
numerical study, C-ANT obtains the best result. Com-
pared with C-MYOP (6.1% better than BASE), C-ANT’s 
solution is more than 2 percentage points better in profit.

Overall, the rental curves (Figure 17(b)) follow the 
general course of the demand curve, with less pro-
nounced peaks. During the night, the difference between 
demand and rentals is smaller than during the day. This 
can be explained by the higher availability of vehicles 

Figure 15. (Color online) Comparison of Iterative Updating 
Based on New Data and Static Database (SMALL, DSR � 2/3) 

Notes. (a) Profit improvement over BASE. (b) Relative price frequency.

Figure 16. (Color online) Share Now in Vienna, Austria 

Notes. (a) Business area. (b) Normalized demand.
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during the night, implying that potential customers 
almost always find an available vehicle. During the day, 
in particular during peak times, the probability that 
demand results in a rental is lower due to the relatively 
high number of vehicles in use. Regarding the pricing 
approaches, Figure 17(b) shows that LOW leads to the 
most rentals. Just below this is the curve of BASE.

The average price per period (Figure 17(c)) of C-MYOP 
is always above the average price of C-ANT and very 
close to the high price. In addition, differences in the aver-
age price over all periods (not depicted here) of the reach-
able vehicles and the chosen vehicles are also apparent. 
While the average price of C-MYOP is higher for the cho-
sen vehicles than for the reachable vehicles, it is vice versa 
for C-ANT. This indicates that C-ANT sets low prices for 
reachable vehicles due to anticipation, so that the proba-
bility of choosing these vehicles increases. The rental 
curves (Figure 17(b)) of HIGH and C-MYOP are almost 
identical and the rental curve of C-ANT is above them. 
This can also be seen in the frequency of the prices (Figure 
17(d)). Thus, most (96%) of C-MYOP’s prices are the high 
price. Comparing C-ANT and C-MYOP, the frequency 
of the base price is larger (5% C-ANT, 4% C-MYOP). 
Furthermore, low prices are also more frequent (10% 
C-ANT, 0% C-MYOP). Therefore, the case study confirms 
that C-ANT is a viable pricing approach that can handle 
real-world problem instances.

7. Conclusion
In modern free-floating VSSs, providers have access to 
disaggregate real-time data regarding the locations of 
vehicles as well as of customers who open the mobile 
application to look for available vehicles. In this work, 
we demonstrate that this information can be leveraged 
in dynamic pricing to increase profitability. The antici-
pative customer-centric dynamic pricing approach in 
VSSs takes customers’ location as well as their behavior 
regarding walking distances and prices explicitly into 
consideration in the online price optimization. Thus, 
vehicles can have different prices for customers who 
are requesting the price information at the same time 

but from different locations. Further, the specific pric-
ing approach that we consider relies on origin-based 
minute prices. This origin-based feature is decisive for 
practice, because the information of a customer’s 
intended destination is usually not available and its 
enquiry would contradict the spontaneous nature of 
free-floating VSSs. The third distinguishing feature 
of the developed pricing approach is that it is anticipa-
tive, that is, that future expected profits resulting from 
different spatial vehicle fleet distributions are taken 
into consideration.

We formally define the provider’s online pricing 
problem as a Markov decision process and formulate 
the corresponding dynamic program by stating the cor-
responding Bellman equation. We show that in our 
approach, with regard to the action space of the pricing 
problem, only the vehicles within a customer’s maxi-
mum walking distance have to be considered. Never-
theless, the dynamic program cannot be solved to 
optimality by classical backward induction due to the 
curse of dimensionality which, in our case, is (above 
all) caused by the state space containing the location of 
every vehicle in the business area.

To solve the online pricing problem, we develop a 
solution method based on approximate dynamic pro-
gramming. We approximate state values representing 
expected future profits that occur after the current custo-
mer’s decision, such that the current customer’s choice 
behavior can still be considered explicitly with a disag-
gregated choice model in the optimization—in our case 
by a multinomial logit model. We take the assumption 
that state values are additive in the vehicle values which 
represent the profits that individual vehicles are ex-
pected to realize until the end of the considered time 
horizon. As a consequence of this assumption, vehicles 
which are not part of the current customer’s consider-
ation set can be neglected for the calculation of the state 
values, as they do not change their state for any possible 
choice and, thus, do not influence the online pricing opti-
mization. To approximate the vehicle values, we pro-
pose a nonparametric value function approximation. 

Figure 17. (Color online) Results for Case Study 

Notes. (a) Profit impr. over BASE. (b) Rentals over the course of the day. (c) Average prices over the course of the day. (d) Relative price 
frequency.
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This type of approximation has two main benefits for 
implementation in practice. First, historical data can eas-
ily be used for the approximation and, second, approxi-
mate vehicle values can be precomputed such that the 
numerical operations of the online pricing problem can 
be reduced to a minimum.

In an extensive computational study with varying 
size of business area and fleet as well as varying demand 
patterns and overall demand levels, we demonstrate the 
advantages of our dynamic pricing approach compared 
with various benchmarks, including one from the litera-
ture and a myopic variant of customer-centric dynamic 
pricing. The new pricing approach outperforms all 
benchmarks significantly and considerably. It improves 
profits by up to 13.4% compared with the de facto stan-
dard in practice of constant uniform prices, as well as 
up to 7.6 percentage points compared with myopic 
dynamic pricing. From the latter, we conclude that the 
accurate approximation of our pricing approach is deci-
sive for its performance. Compared with the benchmark 
from the literature, our approach obtains up to 8.4 per-
centage points more profit. Further, the numerical study 
demonstrates that the theoretical advantage of integrat-
ing the concept of customer-centricity in dynamic pricing 
compared with a location-based approach—in the case 
that state value approximations are exact—also applies 
when using the approximation that we propose. That is, 
considering situation-specific customer information like 
the position of the customer and distance to the vehicles 
within walking distance yields up to 2.3 percentage 
points more profit. The numerical results of a real-life 
case study based on Share Now data from Vienna also 
confirm the benefit of customer-centric and anticipative 
pricing and demonstrate the scalability of our approach. 
With regard to service level, we observe that anticipation 
in the pricing leads to an improvement, because there is a 
lower share of customers who do not have a reachable 
vehicle within the walking distance.

With a sensitivity analysis, we show that our results 
are robust regarding the decisive parameters of the 
customer choice behavior and we derive valuable 
managerial insights. We vary the influence of price 
and distance on the customers’ utility of a vehicle and 
show that our pricing approach still always performs 
best in terms of profit. A detailed analysis indicates 
that this is because the new pricing approach leads to a 
higher variation of prices over different parts of the 
business area compared with a myopic pricing. The 
reason is the consideration of future vehicle locations 
and rentals. Thus, for example, our approach already 
raises prices in an area in the early morning if it antici-
pates a shortage of vehicles around noon. It would 
be very tedious to comprehensively mimic this anti-
cipation with, for example, simple pricing rules. An 
analysis of spatial and temporal variations in demand 
shows that spatial variation, in contrast to temporal 

variation, has a stronger effect on the importance of 
anticipation. For a VSS provider this means that if there 
is no spatial demand variation, it is not necessary to 
anticipate the future in the pricing and rather straight-
forward approaches are sufficient—even a uniform 
pricing may be appropriate. If, however, there are 
already small spatial differences, it is worthwhile to 
anticipate the future. Another important insight for 
VSS providers is that our dynamic pricing approach 
manages to increase profits while maintaining the 
overall number of rentals that realize. This is impor-
tant, since many service-related metrics that strive for 
customer satisfaction are related to a high number of 
rentals.

The comparison of the linear program formulation 
(based on Charnes-Cooper transformations) to solve 
the pricing problem with complete enumeration shows 
that the former is substantially more efficient for five 
or more prices. We further demonstrate that an itera-
tive update of the historical data based on new data 
improves the performance of the developed solution 
approach.

To summarize, our new customer-centric, origin- 
based, and anticipative dynamic pricing approach for 
free-floating VSSs performs considerably well in com-
parison with existing approaches in terms of the rele-
vant performance metrics. The nonparametric value 
function approximation solution method provides a 
scalable means to successfully account for the future 
evolution of the VSS based on current decisions, 
and allows to integrate disaggregated historical and 
real-time data which is readily available in practice for 
modern free-floating VSSs. Currently, to prepare im-
plementation in practice, the approach is tested by our 
practice partner Share Now in an agent-based simula-
tion (digital twin) which samples historical events on 
a disaggregated level, meaning with individual cus-
tomer and vehicle events.

There are several reasonable paths for future research 
to extend this work. For example, in approximate dy-
namic programming, updating/stepsize rules often have 
an important impact on solution quality. Thus, there cer-
tainly is potential for additional improvements, given 
that there are several more sophisticated updating pro-
cedures than the applied batch update. Incorporating 
additional features such as idle-times in the vehicle 
value approximation may improve results and/or sub-
stitute vehicle values by another intuitive, often already 
available data source. Regarding the scope of the prob-
lem, a combined optimization of pricing and operator- 
based vehicle relocation seems natural.
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