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Preface

These volumes contain the papers presented for publication at the 26th International
Symposium on Formal Methods (FM 2024), held in Milano, Italy, during September
9-13, 2024.

FM 2024 is the 26th event in the series of symposia organized by Formal Methods
Europe (FME), an independent association whose aim is to stimulate the use of, and
research on, formal methods for software development. The FM symposia have been
successful in bringing together participants from academia, industry, and governments
around a program of original papers on research and industrial experience, workshops,
tutorials, reports on tools, projects, and ongoing doctoral research. FM 2024 is both an
occasion to celebrate and a platform for enthusiastic researchers and practitioners from
a diversity of backgrounds to exchange their ideas and share their experiences.

In addition to the main research track, FM 2024 included an Embedded Systems
track, an Industry Day (I-Day) track, a Tutorial Paper track, a Journal First track, and a
Doctoral Symposium. Also, 5 conferences and 6 workshops were co-located with FM
2024.

FM 2024 featured keynotes by David Basin (ETH Ziirich), Hadas Kress-Gazit
(Cornell University) and Marta Kwiatkowska (University of Oxford) with Byron Cook
(University College London and AWS) as joint speaker for I-Day and the co-located
conference on Formal Methods for Industrial Critical Systems (FMICS).

One main innovation of FM 2024 is the addition of a tutorial paper category.
Tutorial papers present ideas with a focus on pedagogy over technical advances. By
being written in a broadly-accessible way, tutorials clarify important ideas, bring new
researchers into the community, and serve as a bridge to practitioners.

With 219 submissions, FM 2024 received a record-breaking number of paper
submissions, which made it possible to select a particularly strong program. The main
FM 2024 track received 178 submissions (143 regular research submissions, 8 case
study submissions, 21 long tool paper submissions, 6 short tool demonstration sub-
missions). The special embedded systems track of FM 2024 received 17 embedded
submissions, the new tutorial paper track received 14 tutorial submissions, and the I-
Day track received 10 industry report submissions. All paper submissions complying
with the submission guidelines were reviewed by at least 3 reviewers, with a short
author feedback period for a subset of the submissions selected for clarification and
feedback by the 48 PC members. The main FM track accepted 44 papers (31 regular
research papers, 1 case study paper, 8 long tool papers, 4 short tool demonstration
papers) giving a 25% acceptance rate. The embedded systems track accepted 6 papers,
the tutorial paper track accepted 10 papers, and the I-day track accepted 6 papers (3
regular papers, 2 case study papers, 1 extended abstract). Finally, 5 papers were
selected for the Journal First track, and the Doctoral Symposium received 15 sub-
missions (neither the journal first track papers nor the doctoral symposium ones appear
in these proceedings).
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FM 2024 invited the authors of all accepted papers to optionally submit an artifact
—i.e., any additional material such as software, data sets, log files, machine-checkable
proofs, etc., that substantiates the claims made in the paper—to the FM 2024 Artifact
Evaluation Committee (AEC). After a short quick-check phase three AEC members
reviewed each artifact in terms of consistency with and reproducibility of results
presented in the paper, completeness, documentation and ease of (re-)use, and avail-
ability in an online repository with a DOIL Based on these reviews, and strictly fol-
lowing the EAPLS guidelines for artifact badging,' every artifact was awarded up to
two badges:

Available. Artifacts that are publicly archived in a permanent way with a DOI that
are in some way “relevant to” and “add value beyond the text in the article” are
awarded the available badge.

Functional. Artifacts that are documented (containing at least an inventory and
“sufficient description to enable the artifacts to be exercised”), consistent (i.e.,
“relevant to the associated paper, and significantly contribute to the generation of its
main results”), complete (“as far as possible”), and exercisable, receive the func-
tional badge.

Reusable. Functional and available artifacts that are “very carefully documented
and well-structured to the extent that reuse and repurposing is facilitated” receive
the reusable badge instead of the functional one.

Of the 45 submitted artifacts, 42 received the available badge, 18 were functional,
and 14 were awarded the (functional and) reusable badge.

We are exceedingly grateful to everyone involved in making FM 2024 a success.
We appreciate, in particular, the support by the FME board in all difficult decisions and
are grateful to all PC members, Artifact Evaluation Commitee members, and subre-
viewers for volunteering their time in reviewing the submissions to FM, which was
particularly challenging in light of the record high number of submissions, and for
discussing papers thoroughly toward reaching consensus decisions. We also thank the
other committees responsible for the Tutorial Paper track, Embedded Systems track, I-
Day track, Journal First track, Doctoral Symposium, and workshops.

Finally we thank Springer for publishing these proceedings in the FM subline of
LNCS and appreciate EasyChair in managing the paper submissions, reviewing, and
proceedings compilation process.

July 2024 André Platzer
Kristin Yvonne Rozier

Matteo Pradella

Matteo Rossi

' https://eapls.org/pages/artifact_badges/eapls.org/pages/artifact_badges.
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Abstract. The Isabelle proof assistant includes a small functional lan-
guage, which allows users to write and reason about programs. So far,
these programs could be extracted into a number of functional languages:
Standard ML, OCaml, Scala, and Haskell. This work adds support for
Go as a fifth target language for the Code Generator. Unlike the previous
targets, Go is not a functional language and encourages code in an imper-
ative style, thus many of the features of Isabelle’s language (particularly
data types, pattern matching, and type classes) have to be emulated
using imperative language constructs in Go. The developed Code Gener-
ation is provided as an add-on library that can be simply imported into
existing theories.

Keywords: Theorem provers + Code generation - Go programming
language

1 Introduction

The interactive theorem prover Isabelle of the LCF tradition [13] is based on
a small, well-established and trusted mathematical inference kernel written in
Standard ML. All higher-level tools and proofs, such as those included in the
most commonly-used logic Isabelle/HOL, have to work through this kernel.
Many of the tools available to users in Isabelle/HOL feel immediately familiar
to anyone with experience in functional programming languages: it is possible
to define data types, functions, and Haskell-style type classes and instances.
Isabelle’s nature as a theorem prover further makes it easy to formalise and
prove propositions about such programs. To allow use of such programs outside
of the proof assistant’s environment, Isabelle comes equipped with a Code Gen-
erator, allowing users to extract source code in Haskell, Standard ML, Scala, or
OCaml, which can then be compiled and executed. This translation of code works
by first translating into an intermediate language called Thingol, shared between
all targets; from this language, code is then transformed into the individual tar-
get languages via the principle of shallow embedding, that is, by representing
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constructs of the source language using only a well-defined subset of the target
language, thus side-stepping the issue of finding a complete formal description
of a target language’s behaviour [6,7].

Go is a programming language introduced by Google in 2009. It is a general-
purpose, garbage-collected, and statically typed language [4]. In contrast to the
existing targets of Isabelle’s Code Generator, it is not a functional language, and
encourages programming in an imperative style. However, it is a very popular
language, and many large existing code bases have been written in it.

Contributions. This paper extends Isabelle’s Code Generation facility with sup-
port for Go. For that, we demonstrate a translation scheme from programs in
Thingol to programs in Go (§4). We provide this facility as a stand-alone the-
ory file that can easily be imported into existing developments. We provide our
development as an entry in the Archive of Formal Proofs (AFP)—a repository
of Isabelle proof libraries—, making it immediately usable in other contexts [17].

The motivation for this work stems from the internal use of both ecosystems
at Giesecke+Devrient: Isabelle for formalisation purposes, and Go for the real-
world implementation. This naturally lead to a formalisation gap, which this
project sought to close (§5).

Related Work. This paper describes the first attempt at translating Isabelle
formalisations into a non-functional programming language. Prior work in lever-
aging imperative features in the Code Generator [2] has targeted the existing,
functional programming languages, and thereby could reuse much of the existing
infrastructure. There is also unpublished work on adding support for F# to the
Code Generator [1], another functional language.

Shallow embeddings of C in proof assistant are already well known; for exam-
ple in F* [14], Isabelle [16], and Why3 [15]. Those tools are not designed to
export arbitrary code, but require developers to use a restricted subset of the
host language. Instead, they are mainly geared towards low-level programming;
with some providing C-style memory management. Our work focuses instead on
translating the full functional host language into a high-level imperative lan-
guage, therefore avoiding the need to (re)write host language code specifically
for the purpose.

2 The Intermediate Language Thingol

Isabelle’s Code Generation pipeline works in multiple stages. Crucially, all defini-
tions made in Isabelle are first translated into an abstract intermediate language
called Thingol, which is the last step shared between all target languages. The
final stage then uses a shallow embedding to translate the Thingol program into
source code of the target language.

Consequently, Thingol’s design reflects the features common to previous tar-
get languages, and is based on a simply-typed A-calculus with ML-style polymor-
phism. Perhaps surprisingly, Thingol also supports type classes, which can be
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datatype Nat = Zero | Suc Nat
datatype « list = Nil | Cons a (a list)

fun hd2 :: Va.a list = a option where
hd2 zs = case xs of Nil = None
| Cons x Nil = None
| Cons = (Cons y zs) = Some y

class semigroup where
) raza=a

class monoid C semigroup where
zero :: «

instance Nat :: semigroup where
a + Zero = a
Zero + a a
(Suc a) + b = Suc (a + b)

instance Nat :: monoid where
zero = Zero

fun sum :: (o :: monoid) list = « where
sum zs = fold (+) zs zero

Fig. 1. An example program (omitting the definition of fold for brevity)

mapped easily to Haskell and Scala, but less easily to the other targets, which
instead use a dictionary construction (§4.5). The supported fragment of type
classes and instance corresponds to Haskell98, with the exception of constructor
classes (which would require a more expressive type system) [8,10].

Thingol’s terms are simple A-expressions with the addition of case expression
for pattern matching on data types. A Thingol program is a list of declarations,
i.e. top-level items which introduce data types, functions, type classes, and their
instances.

While there is no formal semantics of Thingol, it can be thought of as a
Higher-Order Rewrite System (HRS) [11,12]. It provides a convenient abstrac-
tion over the target languages’ semantics. Because a HRS does not have a spec-
ified evaluation order, the Code Generator cannot guarantee total, but only
partial correctness. (This restriction applies to all supported target languages.)

Reusing Thingol has two immediate benefits: we can leverage the entire entire
existing pipeline as well as its existing code adaptations, and are not forced to
reimplement some tedious translation of Isabelle’s more advanced features. Addi-
tionally, creating a custom intermediate language would not help to meaningfully
address the functional-imperative mismatch between Isabelle/HOL and Go, but
only shift the complexity elsewhere.
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3 The Target Fragment of Go

Go, being an imperative language, differs in many aspects from the already-
existing target languages of Isabelle’s Code Generator. Conversely, many of Go’s
unique features are not needed by the generator. Since the translation works as
a shallow embedding into the target language, it suffices to use the fragment
which can be used to represent the various statements of Thingol. Consequently,
we will focus on this fragment only, but discuss—if necessary—why we did not
pursue alternative features or solutions.

This approach leaves many of Go’s most interesting features (e.g. channels
or methods) entirely unused. The fragment we use can be understood as a “func-
tional subset” of the Go language, meaning that it comprises only those features
that closely align with those of the (functional) pre-existing code generation
targets available in Isabelle as well as those of Thingol.

3.1 Syntax

The syntactic fragment used by the Code Generator! is inspired by that of
Featherweight Generic Go [5], but differs in some important aspects:

1. Methods are not included; instead we use “ordinary” top-level functions.

2. Go distinguishes syntactically between expressions and statements, whereas
Featherweight Generic Go does not. We retain this distinction and discuss
conversion between them in §3.4.

3. Type parameters can be declared with an interface constraint. However, in
our fragment the only available constraint is the unconstrained any, as Go’s
other constraints are not useful for our translation (§4.5).

4. We use modern Go’s syntax for generics, which differs from the one used by
Featherweight Generic Go, which pre-dates the introduction of generics in Go
1.18 and was meant as a proposal demonstrating a possible design.

3.2 Declarations

A (top-level) declaration D can define either a new type or function. Within one
package, the order of declarations does not matter; any item may reference any
other. A program as a whole is simply a list D of such declarations (note that
we use overlines such as @ to mean syntactic repetition).

Structure Types. A declaration of the form type tg[a ¢| struct{A 7} intro-
duces a new type constructor with fields A of types 7 to the program. It may be
polymorphic and take type arguments @ which can be freely referenced within
7. Since Go’s syntax demands a constraint ¢ for each type variable «, we always
use any, which allows any type to be substituted for a.

Note that there is no analogous construct to Thingol’s sum types; that is, it
is not possible to a have a structure type which has more than one constructor.

! See the appendix of this paper for the full listing: arxiv.org/abs/2310.02704.
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Therefore, when encountering non-trivial sum types in Thingol, we must encode
them accordingly (see §4.2 for details).

Interface Types. A declaration of the form type t; [W] interface{} intro-
duces a new (empty) interface type to the program. While Go supports non-
empty interfaces containing methods, we do not use this feature (see §4.5).

Unlike interfaces in typical object-oriented languages such as Java, Go’s inter-
faces are structural in nature: any struct value conforms to an interface if (and
only if) the struct implements a superset of the declared methods of the inter-
face. This can also be probed at runtime.

This implies that empty interfaces correspond to a “top” type that can denote
arbitrary values. Go defines the unconstrained interface any as an alias to this
empty interface type, which we use extensively in the translation scheme of data
types, for reasons that will be explained later (§4.2). Additionally, we also use
them for the translation of type classes (§4.5).

Functions. A declaration func f [W] (7) (3 { s }introduces a new func-
tion f to the program. The type parameters @ can be referenced within both
argument types 7 and the return types 7.

Unlike in Thingol, a function cannot have multiple equations nor perform
pattern matching on its arguments. Instead there is only one list of argument
names @, which are in scope for the (unique) function body s.

An unusual feature of Go is that its functions may return more than one
value (note that we have return types 7 instead of just a single return type ~):

func foo() (bool, int, string) {
return false, 42, "bar"

}

func main() {
X, ¥, 2 := foo()
}

At first glance this might seem analogous the tuples present in Standard ML,
with foo () returning a single value of the tuple (bool, int, string).But this
is not the case; Go has no concept of tuples. Instead, the function itself returns
multiple values, which must be immediately assigned names (or discarded) at
the function’s call site. Thus a call like no_tuples := foo() is not allowed.

3.3 Expressions

Expressions e can have several forms: variables, function application, and func-
tion abstraction are familiar from the A-calculus. The others may require a bit
more explanation.
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Structure Literal. A literal of the form ts[a]{€} gives a value of the struct type
with name tg applied to type arguments @, i.e., it produces a new value of the
type ts [G} in which the fields are set to the evaluated forms of the expressions
€. Note that the field names present in the declaration of a struct type are
absent: while they could be used, Go does not require them. We omit them in
the interest of shorter code.

Field Selection. An expression e.A selects the field named A of an expression e,
which must have a fitting struct type 75 that was declared with a field name
A, and returns the value of that field. This is the only place outside a structure
type’s declaration that field names are used.

Type Conversion. An expression 77(e) evaluates to a value of the interface type
71 which contains the evaluated form of e as its inner value. The original type o
of e is not erased at runtime; it can be recovered using a type assertion statement
(see the next section). This expression can also be thought of as an “upcast”.

3.4 Statements

Unlike in Isabelle (and in Thingol) where “everything is an expression”, Go has
the same syntactic distinction between expression and statements that is com-
mon across imperative languages: an assignment x := 42; is a statement, not
an expression, and cannot be used in places where an expression is expected.

However, we constrain our fragment to only include sequences of statements
that end in a return. This enables easy embedding of a statement into an
expression: wrapping it into an immediately-called lambda func (O 7 { s }()
suffices. Note that a sequence of statements interspersed with ; is treated syn-
tactically as a single statement.

The remainder of this section introduces the statement forms of our fragment.
All but the type assertion should feel familiar from similar languages.

Return. A statement returne evaluates one or more expressions, then returns
from the current function. The € must match the return types given in the
function’s head.

If Statement. A statement of the form if (e) { s; }; s will evaluate e, which
must have a boolean type. If it evaluates to the built-in value true, then s is
evaluated. Since all statements end in return, it will then return from the cur-
rent function. Otherwise, s, is evaluated. The form if (e) { s } else { so }
would be semantically equivalent within our fragment; we avoid it to reduce
nesting in the generated code.

Type Assertion. A statement of the form xz, y := e. (o) can be thought of as
the inverse operation of type conversions, i.e., a “downcast”. For an expression e
of an interface type 77, the assertion checks whether the inner value contained
within the interface value has type 0. The boolean variable y will indicate if the
check was successful. If so, z will be bound to that inner value; otherwise, it will
be nil, Go’s null pointer. Note that the type of x is o.
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4 Translation Scheme

In this section, we will discuss the concrete translation schemes employed for
Thingol programs. For brevity, we omit purely syntactic mappings, and focus on
the non-trivial steps.

The translation scheme attempts to preserve names as far as possible.
Isabelle’s Code Generator already provides (re)naming infrastructure, such as
generating guaranteed-unused “fresh” names where necessary. In addition to
that, some functions and data types require upper-case names, to match Go’s
rules for exported symbols.

4.1 Types, Terms and Statements

We define three translations TYPE(7), EXPR(t), and STMT(¢). The first is a
straightforward syntactic mapping of types. In the remainder of the chapter,
we will informally equate Thingol types 7 with their Go translation TYPE(T)
and write both simply as 7. For now, we exclude any mapping of common types
(e.g. integers) to built-in Go types; we will revisit this topic later (§4.6).

The other two translations—EXPR and STMT—are used for converting Thin-
gol terms into Go expressions and statements. Which one is used thus depends on
what Go expects in each particular context; for example, terms used as function
arguments use EXPR; a term which is a function body uses STMT. Semantically,
for any term ¢, EXPR and STMT satisfy the following equivalences:

STMT(t) = return EXPR(?);
EXPR(t) = func ) 7 {st™MT(¢)} O

Abstractions. The translation of a A-abstraction A(x::7). (t::7) demonstrates the
distinction between expressions and statements:

EXPR(A(z::7). (t::y)) = func (z 7) v {STMT(¢)}

Although curried abstractions are unusual in Go, no effort is made to uncurry
them (unlike top-level functions, which we do uncurry §4.4).

Applications of Top-Level Functions. Applications t are more tedious: Definitions
of top-level functions are uncurried (§4.4), so we first have to check if ¢ is a call
to such a function, i.e., if ¢ has the shape (--- ((f[7;] a1) a2)---) a,, where f
references a top-level function or data type constructor taking m arguments.

If so, we have to consider three cases:

1. Fully-satured application (n = m); all arguments are passed into f
2. Unsatured application (n < m); need to n-expand
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3. Over-satured application (n > m). This occurs if f returns another function,
with a; to a,, being the immediate arguments to f and any remaining @, 41
to a, as curried arguments. The latter will be passed individually.

As will be described later (§4.5), the dictionary construction used to encode
Isabelle’s type classes may introduce additional (value-level) parameters to top-
level functions, also adding corresponding additional arguments d; to d, to each
of their applications. These are inserted before the user-defined parameters.
Altogether, we arrive at the following scheme when f references a function:

EXPR(t) = flr1,...,71(d1,...drya1, ... am) mi1) - - Can)

Finally, if f references a data type constructor of a type 7 rather than a function,
the case n > m cannot occur. However, we must wrap the constructor into a type
conversion to type 7, and use slightly different syntax for passing the arguments:

EXPR(t) = Ii(f[Tl,...,’Ti]{dl, .. .dr,al, e ,am})

Lambda Applications. If an application ¢ = t; t5 is not a call to a top-level func-
tion, then the translation is straightforward: EXPR(¢1 t2) = EXPR(t1) (EXPR(t2)).

4.2 Data Types

A data type x defined in Thingol consists of type parameters @&; and constructors
f;- BEach f; gets translated into its own separate struct type.

As was discussed in §3, Go knows no sum types, thus the translation has to
simulate their behaviour by other means. For a data type, we generate a new
unconstrained interface type §, meant to represent any constructor f; of .

If the data type x has exactly one constructor f;, then no additional interface
type d is generated.

Constructors. Defining a struct type for an individual constructor is straight-
forward. A constructor f with fields of types 7 to 7; is translated into Go as a
struct with the same name and fields: type f struct {A 7;}, where the A;
are newly-invented names for each of the fields, as no field names are present in
Thingol. Note that those generated field names are entirely unimportant (access
happens only through destructors, and the names are not required when con-
structing a value); the only requirement imposed on them is that each A; of the
same struct are distinct. Thus the type Nat (Fig. 1) becomes:

type Nat any;
type Zero struct { };
type Suc struct { A Nat; };

With that, we can construct the number 1 as Nat(Suc{Nat(Zero{})) . The
interface type d (here Nat) acts as a faux sum type: the translation promises that
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(as long as its input program was type-correct) it will never contain anything but
values of types Zero and Suc. On the Go side, there is no such guarantee: it sees
Nat as unconstrained, and would happily allow such values as Nat (Suc{nil})
or even Suc{"wrong"}, leading to runtime exceptions elsewhere in the generated
code, especially in translated pattern matches (§4.3).

Destructors. Along with each constructor’s struct type, we generate a synthetic
function f_dest not present in the Thingol program, to be used as a destructor
in the translation of Thingol’s case expressions (§4.3). Their sole purpose is to
unpack and return the individual fields in a struct type, exploiting Go’s multiple
return types.

func f_dest (p f) (71, ..., ™) {
return p. A1, ..., p. A,
}

Destructors are omitted when there are no fields to unpack. For Nat, we need
only one:

func Suc_dest(p Suc) (Nat) { return p.A; }

Ezample. Slightly more involved is the alist data type (Fig.1). It is polymor-
phic, and thus requires use of Go’s generics:

type List[a any] interface {};

type Nil[a any] struct { };

type Cons[a any] struct { A a; Aa List[al; };

func Cons_dest[a any](p Cons[al)(a, List[al) { return p.A, p.Aa; }

4.3 Case Expressions

Thingol’s case expressions implement pattern matching on a value, in a way
which will be immediately familiar from other functional languages such as Stan-
dard ML or Haskell: they inspect a scrutinee t and match it against a series of
clauses p; — b;. Each clause contains a pattern p; and a term ¢; that is to be eval-
uated if the pattern matches the scrutinee. Syntactically, patterns are a subset
of terms; they can only be composed of variables and fully-satisfied applications
of data type constructors to sub-patterns f p, constructed of the same subset.

Since Go has no comparable feature, a data type pattern in a case expression
is translated into a series of (possibly nested) if-conditions and calls to destruc-
tor functions. The bodies of the innermost if-condition then correspond to the
translated terms ¢;, which must be in statement-form, i.e., ending in a return-
statement. Thus, if the pattern could be matched, further patterns will not be
executed. Naturally, using return in this manner implies that a case expression
must always either be in tail position, or else be wrapped into an anonymous
function if it does not (§3).
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If the pattern did not match, execution will continue with either the next
block of if-conditions generated from the next clause, or encounter a final catch-
all call to Go’s built-in panic function, which aborts the program in case of an
incomplete pattern where no clause could be matched (incomplete patterns are
admissable in Isabelle’s logic, see Hupel [9] for a detailed description). This panic
can also be encountered if an external caller exploited the lossy conversion of
sum types as described above and supplied, e.g., a nil value as a scrutinee.

Taken together, an entire case expression is translated as a linear sequence
of individual clauses, followed by a panic:

STMT(case t :: T of [p — b]) = STMT(p — b); panic("Match failed");

Let us now consider the concrete translation for variable and constructor pat-
terns.

Variable Pattern. We assign the scrutinee t to the variable x to make it available
in the scope of b: STMT(x — b) = {2 := EXPR(t); STMT(D)}.

Constructor Pattern. The pattern is of the form f[7;][Sk]. If all sub-patterns s,
are variable patterns, the translation is once again straightforward:

STMT(f[Ti][5k] — b) = {g,m:=t.(f[Ti]);
if (m) {Ay,...,Ag := f_dest(t); sTMT(b)}}

Nested constructor patterns are translated in the same way, but pushed inwards
into the body of the if-statement generated above:

STMT(f[Ti][5k] — b) = {g,m:=t.(f[Ti]);
if (m) {A1,...,Ap := f_dest(t); Z1}}
T = stMT(case Ay of 81 — (... — (case A of sp — b)))

In other words, the sub-patterns are treated as if they were further nested case
expressions. This results in a total nesting depth of one level per constructor.

Within the innermost if, the body b of the pattern’s clause is translated as
statement to ensure it returns from the current function.

Optimizing the Nesting Level. The translation described in this section can trans-
late arbitrary patterns, but comes at the price of potentially exponential code
blow-up. Even a single pattern consisting of just a constructor and k fields, none
of which are proper patterns, will still produce k levels of nested if-statements.
But if the fields themselves are again data type constructors with sub-patterns,
the number of nested levels quickly increases further.

In real-world applications, we can reduce the blow-up by optimizing construc-
tor patterns without arguments. Instead of calling a destructor function, we can
emit an equality check, since there are no fields to extract. Multiple equality
checks can be joined together using Go’s conjunction operator &&.
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Ezample. Consider the function hd2 (Fig.1), which takes a list and returns
(optionally) the second element of the list. It is translated into Go as follows:

func Hd2[a any] (x0 List[a]) Option[a] {
if (x0 == (List[a] (Nil[al{}))) {
return (Option[a] (Nonel[al{}));
}
q, m := x0.(Cons[al);
if (m) {
_, ¢ := Cons_dest(q);
if (c == (List[a] (Nil[al{}))) {
return (Option[al] (Nonel[al{}));
}
}
q, m := x0.(Cons[a]);
if (m) {
_, p:
q, m :
if (m) {
ya, _ := Cons_dest(q);
return (Option[a] (Some[al{yal}));
}

Cons_dest(q) ;
p- (Cons[al);

}

panic("match failed");

This piece of generated code benefits from the optimisation described above
(in its first two clauses). Also, observe that since unused variables are a compile
error in Go, unused bound names above have been generated as _ instead.

4.4 Top-Level Functions

Unlike lambdas that occur within terms, top-level functions in Thingol can have
multiple clauses and pattern-match on their arguments, neither of which is sup-
ported in Go. It is thus necessary to translate them differently: all equations of
the same function will have to be merged, with the pattern matching on their
parameters again pushed inwards into the then combined, single function body.

Further, treating them differently from in-term lambda expression also allows
the generator to uncurry them, creating code that is much closer to an idiomatic
style in Go.

Merging Multiple Clauses. Thingol allows Haskell-style function definition com-
prising multiple clauses. But in Go, all parameters of functions must be simple
variables. Thus, if any of the parameters patterns p; is a proper pattern, a fresh
name x; for it is invented. Likewise, if a parameter is a variable binding instead
of a proper pattern, but has multiple different names in two clauses, the name
x; used in the first clause is picked as the name of the parameter in Go.
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Pattern Matching. The combined function body then contains a pattern match
translation, as described above.? Each equation is treated as a clause of a syn-
thetic case-expression; for functions matching on multiple parameters, we again
push inwards and translate as if a nested series of case-expressions were present.

Ezxample. Consider this definition for hd2’, which is semantically equivalent to
hd2, but written using multiple equations:

fun hd2’ :: Va.a list = o option where
hd2’ Nil = None
hd2’ (Cons x Nil) = None
hd2’ (Cons z (Cons y zs) ys) = Some y

The generated Go code is identical.

Special Case: Top-Level Constants. Thingol accepts top-level definitions that
are not functions, for example: definition a :: nat where a = 10 . Unfor-
tunately, Go admits top-level variable declarations only for monomophic types,
and further disallows function calls in their definitions.

Therefore, we must treat such Thingol definitions as if they were nullary
functions. While this changes nothing of the semantics of the translated program,
it does incur a (potentially significant) runtime cost: constants will be evaluated
each time they are used, instead of only once when the program is initialized.

4.5 Dictionary Construction

On the surface, Isabelle’s Haskell-style type classes and Go’s interfaces share
many of the same features, and are sometimes considered to be near-
analogous [3]. However, translating type classes into interfaces does not work,
due to an implementation concern: Go directly compiles methods into virtual
tables for dynamic dispatch. A Go interface declares multiple methods, where
each method type must take the generic value as its zeroth (i.e. implicit) param-
eter. Thingol has no such restriction. Consider, for example:

class foo where class bar where
foo :: unit = « bar :: (@ = @) = unit

As Go interfaces, both are invalid: foo declares a function whose parameter
types do not mention « at all, while bar’s function does not take a simple «
parameter (but a parameter whose type contains ).

To avoid the additional complexity of treating all these cases separately, we
resort to using a dictionary construction [7,9] in all cases. Since the existing
SML target of the Code Generator has to deal with the same issue, the required
infrastructure is already in place: Thingol’s terms come with enough annotations
to resolve all type class constraints during translation and replace the implicit
instance arguments of functions making use of type classes by explicit dictionary
values, which we represent as one data type per type class.

Thus only relatively few things are left to do in Go:

2 The already-existing Scala target uses a similar transformation.
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1. declare a data type for each type class, called its dictionary type

2. translate type class constraints on functions into explicit function arguments
of dictionary types

3. translate type class instances into either a value of the type class’s dictionary
type, or, if the instance itself takes type class constraints, to a function pro-
ducing such a value when given values of dictionary types representing these
constraints

4. any time a top-level function is used, the already-resolved type class con-
straints must be given as explicit arguments

Ezample. The class declarations (Fig. 1) are translated as follows:

type Semigroupl[a any] struct {
Plus func(a, a) a

}

type Monoid[a any] struct {
Semigroup_monoid Semigroup [al
Zero func () a

}

func Sum[a any] (a_ Monoid[a], xs List[a]) a {
return Fold[a, a](
func (aa a) func(a) a {
return func (b a) a { return a_.Semigroup_monoid.Plus(aa, b); };
},
xs, a_.Zero()
)s
}

4.6 Mapping High-Level Constructs

So far, the shallow embedding we have presented produced code with no depen-
dencies on the Go side, with only the built-in constructs panic and && used.
All higher-level constructs used by programs (such as lists, numbers) must thus
be “brought along” from Isabelle, and are translated wholesale exactly as they
are defined in their formalisations. While this guarantees correctness, it is highly
impractical for real-world applications: for example, natural numbers as defined
in Isabelle/HOL (unary Peano representation, §4.2) require linear memory and
quadratic runtime even for simple operations like addition.

Luckily, the Code Generator already has a solution for this conundrum in
the form of printing rules, which can map Isabelle’s types and constants to user-
supplied names in the target language. We have set up printing rules mapping:

— Isabelle/HOL’s booleans to booleans in Go
— numbers to arbitrary-precision integers (via Go’s math/big package)
— strings of the String.literal type to strings in Go

Unfortunately, linked lists cannot be as easily mapped by default, because Go
does not feature a standard implementation of linked lists.
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5 Evaluation

Even though Go greatly differs from the existing targets, we have achieved almost
full feature parity with the translation described in this paper. Isabelle constructs
that are not (cleanly) mapped are:

— infinite data types, which can be defined e.g. via codatatype in Isabelle, but
are rejected by Go’s compiler;
— some low-level string operations that operate on byte values of characters.

Trusted Code Base. All target language generators are part of Isabelle’s trusted
code base, i.e. bugs inside its own code may lead to bugs in the generated pro-
gram, and cannot be checked for by Isabelle’s kernel. Fortunately, our imple-
mentation is “just another module” to the core infrastructure; up until Thingol
everything remains unchanged, in line with the other language targets.

However, future (more ambitious) code printing may require changes in Thin-
gol: If code printing shall assume more constructs of Go, it would be useful for
Thingol itself to have some concept of the syntactic distinction between expres-
sions and statements.

Code Style. The generated Go code is not idiomatic, but neither is the generated
code for the other languages. Even though the semantics of SML, OCaml and
others may more closely resemble the intention of Isabelle users, the generated
code in those languages is also littered with syntactic artifacts. This is evidenced
by the fact that neither SML nor OCaml support type classes, and Scala code
hardly uses type classes in the way that Haskell does (typically prefering object-
orientation). Therefore, we do not envision a future need to align the style of the
generated code more closely with the preferred style of hand-written Go code.

The main challenge arises from interfacing between generated and hand-
written Go code, both of which would be present in a typical application. For
instance, constructing values for the translated datatype definitions or using
curried functions in Go is unfortunately verbose, and can easily introduce errors.

We therefore recommend to write wrapper code that exposes a “cleaner”
interface, ready to be consumed by the real-world application. The wrapper must
be written carefully: many explicit type annotations are needed in the code, and
not all incorrect type annotations will cause compilation to fail. In particular,
if a data type’s constructor is annotated with a wrong interface type, the
assumption underlying the translation of case-expressions will fail, resulting in
a “match failed” error at runtime (§4.3).

Another awkward source of problems when integrating the generated code
with a larger code base is that Go’s standard library lacks common functional
data structures, such as lists or tuples (§4.6). Hand-written code would need
to deal with the necessary conversions (e.g. from a Go array into a linked
list). To some extent, this can be alleviated by leveraging third-party libraries
for functional data structures, which are unfortunately not popular in the Go
community.
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5.1 Case Studies

We conducted two case studies that have confirmed our approach.

Existing Formalisation. At Giesecke+Devrient, we use Isabelle for a substan-
tial formalisation of various graph algorithms powering a financial transaction
system. The purpose of the formalisation is to provide real-world security guar-
antees, such as inability to clone money. We have previously used the Code
Generator to produce Scala code as a reference implementation, combined with
some hand-written wrapper code and basic unit tests.

As a simple evaluation of Go code generated from the same Isabelle theories,
we re-wrote the unit tests and the necessary wrapper code in Go. We obtained
equivalent results and could not find bugs in the Code Generator or unintended
behaviour of the code it produced. Note that no adaptations of the Isabelle
formalisation were necessary, which proves that the Go backend works as a drop-
in replacement for the other targets.

Starting from this, we can narrow the formalisation gap mentioned in the
introduction. It allows us to link the Isabelle/HOL reference implementation
with the real-world production implementation in Go.

HOL-Codegenerator Test. Isabelle’s distribution contains a Code Generator test
session which is used as a self-check for the various target languages of the Code
Generator. For this paper, a single export command is relevant, which is meant
to export a considerable chunk of Isabelle/HOL’s library as a stress-test for the
Code Generator. This has worked as expected, with the entirety of the test suite
successfully compiling in Go.

As a consequence, our approach enables the vast majority of Isabelle users to
generate Go code without having to rewrite their formalisation. In particular—
because we map to a functional fragment of Go—there is no need for users to
reach for a deep embedding of an imperative language.

6 Conclusion

We have presented a translation from Thingol by shallow embedding into a
fragment of Go, and implemented it as a target language for Isabelle’s code gen-
eration framework. The new target language has been used with success to port
an existing Isabelle formalisation that was only targeting Scala to additionally
target Go. The implementation is readily usable with a standard Isabelle2024
installation and requires merely importing an additional theory file. The suite
of existing tests of Isabelle’s Code Generator is also supported.
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Future Work. The two most promising areas of future work are: leveraging Go’s
imperative nature by tightly integrating it with Imperative/HOL [2]; and gen-
erating code that utilizes more of Go’s standard libraries through custom code
printing rules. Both can be implemented using similar mechanisms. However,
substantial changes to Isabelle’s code generation infrastructure are required,
because Go demands more type annotations than other target languages.
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Abstract. Small round-off errors in safety-critical systems can lead to
catastrophic consequences. In this context, determining if the result com-
puted by a floating-point program is accurate enough with respect to
its ideal real-number counterpart is essential. This paper presents PRE-
CiSA 4.0, a tool that rigorously estimates the accumulated round-off
error of a floating-point program. PRECiSA 4.0 combines static analy-
sis, optimization techniques, and theorem proving to provide a modular
approach for computing a provably correct round-off error estimation.
PRECISA 4.0 adds several features to previous versions of the tool that
enhance its applicability and performance. These features include sup-
port for data collections such as lists, records, and tuples; support for
recursion schemas; an updated floating-point formalization that closely
characterizes the IEEE-754 standard; an efficient and modular analysis
of function calls that improves the performances for large programs; and
a new user interface integrated into Visual Studio Code.

1 Introduction

Round-off errors arise from the difference between real numbers and their finite
precision representations. In a floating-point program, round-off errors accumu-
late throughout the computation. This may lead to a large divergence between
the result computed using floating-point arithmetic and the one ideally obtained
using real-number arithmetic. In application domains such as avionics, even
small rounding errors may have catastrophic consequences if they are not care-
fully accounted for. Examples of these errors have been found, for instance, in
geofencing applications [29] and position encoding algorithms [41]. Several tools
have been proposed over the years to reason about floating-point errors (see [8]
for an overview). However, most of the proposed tools either target straight-line
code and scalar values only, or do not provide sufficient formal guarantees. This
limits their applicability to safety-critical real-world applications.
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This paper presents PRECiSA 4.0, an open-source! tool for automatic
floating-point round-off error analysis. PRECiSA computes a sound and accurate
estimation of the round-off error that may occur in a floating-point program.
It supports a large variety of mathematical operators and programming lan-
guage constructs, including conditionals, let-in expressions, and bounded loops.
In addition, PRECISA automatically generates formal certificates that can be
externally checked in the Prototype Verification System (PVS) [33]. These cer-
tificates provide formal guarantees on the soundness of the computed round-off
error bounds.

An overview of PRECiISA is presented in Sect.2. PRECiSA 4.0 adds the
following features with respect to previous versions of the tool [28,39]:

— A novel modular analysis for function calls has been implemented (Sect. 3).
The user can choose to apply an abstraction on the computed round-off error
expressions for function calls to speed up the analysis execution time. This
abstraction has been shown to be effective in the analysis of large programs
with multiple function calls.

— Support for data collections such as lists, records, and tuples has been imple-
mented. In addition, to operate on these collections, native support for the
map and fold recursion schemas has been added (Sect.4). This new feature
avoids the task of manually unfolding the program, resulting in a less error-
prone and more efficient analysis of data collections.

— Support for a new floating-point formalization has been added. This formal-
ization faithfully characterizes the IEEE-754 standard [24], including special
values such as NaN, signed zeros, and infinities (Sect. 5).

— VSCode-PRECISA, a new user interface integrated into Visual Studio Code,
has been added to the PRECISA distribution (Sect. 6). Besides providing an
intuitive way of presenting the analysis results, VSCode-PRECiSA automa-
tizes and simplifies different kinds of tasks such as comparative, sensitivity,
and interval analysis. In addition, VSCode-PRECISA features a new graphical
visualization of the values that may cause conditional instability. This phe-
nomenon occurs when floating-point round-off errors impact the evaluation
of Boolean expressions in conditional guards, thus affecting the control-flow
of a program.

In addition to presenting these new features, an experimental evaluation
comparing PRECISA with other state-of-the-art tools is presented in Sect.7
together with a discussion on related work.

2 PRECiISA

The round-off error of the floating-point expression op(%;)%, with respect to the
real-valued expression op(r;)™,, where op is a floating-point operator represent-
ing a real-valued operator op and v; is a floating-point value representing a real

! https://github.com/nasa/PRECiSA.
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value r;, for 1 < i < n, is given by a combination of (i) the propagation of
the errors carried out by the arguments #;, and (ii) the error introduced by
the application of op versus op. Throughout this paper, floating-point variables,
operands, and expressions are denoted with a tilde on top. The IEEE-754 stan-
dard [24] states that every basic operation should be performed as if it were
calculated with infinite precision and then rounded to the nearest floating-point
value. Thus, the following inequality is assumed to hold for an n-ary floating-
point operator op.

| R (0p(:)iy) = op(R (¥:))i1] < ulp (op(R (9))iL1) (2.1)

where R is the projection from floats to reals, and the function wip (r) (unit in
the last place), for a given real number r, measures the distance between the two
consecutive floating-point numbers f; and f such that f; <r< fy. The round-off
error of a real-valued expression can be bounded as

|R (0p(:)izy) = op(ri)iLa| < €op(ri; i)y + gulp (op(R (3:))iLy) , (2.2)

where €,,(r;, €;)}; represents an overestimation of the difference between the
application of the real operator on real values and the application of the
same operator on the floating-point arguments, and each e; is a positive real-
valued expression modeling an upper bound of the round-off error carried by
the floating-point arguments ¥; representing the real-valued expression r;, i.e.,
|R (f]l) - 7’¢| <e;.

PRECISA assumes compliance with the IEEE-754 standard and uses the
round-off error model of Formula (2.2) for correctly rounded operators. Dedi-
cated error approximations are defined for a wide variety of mathematical opera-
tors, including arithmetic operators, square root, trigonometric functions, expo-
nential and logarithmic functions, floor, and ceiling. For each of these opera-
tors, an error expression €, (7, ;)i is defined as a function of the real-valued
operands and corresponding errors such that

€op (i €)imy > Eop(Ti, €1)iey + g ulp (op(Rfpui)ily). (2.3)

PRECISA accepts as input a floating-point program P, which consists of a
set of function declarations in the language of PVS, and initial ranges for the
input variables, and it computes a correct overestimation of the round-off error
that may occur for each function in P. An overview of the PRECiSA workflow is
depicted in Fig. 1. PRECiSA first performs a static analysis on the input program
by computing the abstract semantics defined in [39]. For every function decla-
ration f(@)?zl in the input program, PRECiSA computes a set of conditional
error bounds of the form (n,77) — (r,e), where 7 is a Boolean expression on reals,
7 is a Boolean expression on floats, and r, e are real-valued symbolic arithmetic
expressions. Intuitively, (n,7) — (r,e) indicates that if the conditions 7 and
77 are satisfied, the result of evaluating f (%), using exact real-number arith-
metic is r and the round-off error of the floating-point implementation is bounded
by e. The error expression e is built compositionally following the structure of
the function body. The Boolean expressions n and 77 model the information on
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the control flow of the program (i.e., the path conditions from the if-then-else
constructs) and the additional restrictions needed when the operators are not
total. For example, when dealing with the division operation, it is necessary to
guarantee that the divisor is not zero.

The static analysis collects information about real and floating-point exe-
cution paths separately. Thus, it is possible to quantify the error due to the
so-called unstable conditions. This phenomenon occurs when the Boolean guard
of a conditional statement is affected by round-off errors. In this case, the real
and floating-point Boolean evaluation may be different, causing the control-flow
of the floating-point implementation to diverge with respect to its ideal real-
number counterpart. An abstraction technique has been introduced in [39] to
mitigate the state explosion resulting from the sound treatment of conditional
statements. This abstraction collapses the information on the conditional error
bounds by keeping separated stable and unstable cases. This way, the accuracy
of the error analysis is preserved while the size of the state space is reduced.

Ezample 1. Consider the function tcoa that computes the time to co-altitude of
two aircraft whose relative altitude is § and relative vertical speed is v.

tcoa(5,0)= if § * 0 <0 then —(5/7) else —1, (2.4)
PRECISA computes a set of four different conditional error bounds:

{(s*v<0Av £0,5%D<0AD AO0) = (=5/v,€/(5,0,€5,€y)), (2
(s*v2>0,§ ¥0>0) - (-1,0), (2.
(s*v<0Av £0,5%020) — (=s/v,| - s/v-1|), (2
(sxv20nv £0,53%0<0AD A0) — (-1,[s/v—1+¢/(s,v,e5,e0)]) . (2

The real-valued variables s and v represent the real values of § and v, respectively,
while e, and e, are two positive real variables representing the round-off error of
§ and 9, respectively. Formula (2.5) and Formula (2.6) correspond to the cases
where real and floating-point computational flows coincide. In Formula (2.5), the

negation operator does not contribute to the rounding error, and the following
symbolic round-off error expression is computed for the division:

S+ v + S
€/(s,0,e5,€) = [oles + lsley + Lulp <|3| ¢ ) . (2.9)

v2 — |vle, [v| — ey
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In Formula (2.6), the error is 0 since the output is an integer constant. For-
mula (2.7) and Formula (2.8) model the unstable paths. In these cases, the error
is the difference between the output of the two branches taking into account the
round-off error of the floating-point result.

The described static analysis is purely compositional, i.e., no assumption is
made on the values of the input variables, and the error expressions are com-
posed in a modular fashion. Given initial ranges for the input variables, PRE-
CiSA uses Kodiak?, a rigorous global optimizer, to compute a sound enclosure of
the maximum of the symbolic error expression e. Kodiak implements a formally
verified branch-and-bound algorithm presented in [32]. This branch-and-bound
algorithm relies on enclosure functions for mathematical operators. These enclo-
sure functions compute provably correct over- and under- approximations of the
symbolic error expressions using either interval arithmetic or Bernstein poly-
nomial basis. The algorithm recursively splits the domain of the function into
smaller subdomains and computes an enclosure of the original expression in
these subdomains. The recursion stops when a precise enclosure is found, based
on a given precision, or when a given maximum recursion depth is reached. Both
precision and maximum recursion depth can be specified as parameters in PRE-
CiSA. Increasing the value of these parameters will likely improve the accuracy
of the analysis but may also increase the execution time. The output of Kodiak
is a numerical enclosure for each symbolic error expression. When a function f
is associated with more than one conditional error bound, e.g., in the case of
conditionals, the overall round-off error of f is defined as the maximum of all
the error expressions.

To provide formal guarantees on the analysis results, PRECISA generates
proof certificates ensuring that the round-off error estimations are correct. PRE-
CiSA relies on the higher-order logic interactive theorem prover PVS and a
floating-point round-off error formalization included in the NASA PVS Library.?
More details on this formalization will be given in Sect. 5. For each function, the
information in the conditional error bounds is encoded as a PVS lemma stating
that, provided the conditions are satisfied and the input variables are in the given
numerical ranges, the difference between the floating-point implementation and
the real-number specification is at most the computed error estimation. Auto-
matic strategies have been implemented to check the symbolic error expression
correctness and the enclosure computed by Kodiak by executing the formally
verified PVS implementation of the branch-and-bound algorithm of [32].

3 Optimized Modular Function Call Analysis

PRECISA supports the compositional analysis of non-recursive function calls.
The analysis works by computing a set of conditional error bounds for each
function declaration and building an interpretation I mapping each function to

2 https://github.com/nasa/Kodiak.
3 https://github.com /nasa/pvslib.
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its semantics. When the analysis encounters a function call f (Z;),, it performs
a look-up in the interpretation I. For each conditional error bound associated
to the function (¢,); — (r,e) € I(f(#;)7,), PRECISA performs a substitu-
tion of the formal parameters with the actual ones, computing all the possible
combinations. For each actual parameter and each conditional error bound in its
semantics, (¢;, ¢i)t, — (74, €;), the following conditional error bound is computed
for the function call

(@ AN i d A N\ i) = (7€),
i-1 i=1

where 1/ = r[Z; /1|, € = elez, /ey, = @lTi)ri, €z, /€]y, and ¢ = P& /74,
€z,/¢€i]i-,. More details on the semantics can be found in [39].

This approach guarantees correctness and accuracy for the optimization pro-
cess since the error expressions of each function call and of its arguments are
unfolded in the global error expression. However, such an error expression may
become extremely large for programs with multiple and nested function calls.

To overcome this problem, PRECiSA 4.0 implements an alternative abstract
semantics for function calls. In this approach, during the symbolic analysis pro-
cess, when a function call f(Z;)%, is encountered, instead of computing all the
combinations and unfolding the semantics of the function, a placeholder is placed
in the call site. Then, during the optimization phase of the analysis, this place-
holder is replaced with the worst-case round-off error for the function f , com-
puted by Kodiak by optimizing the error expression associated to f and obtained
from the interpretation I. It is crucial that the global optimization is executed
at each calling site with the correct input ranges for the function arguments
with respect to the initial range inputs, provided by the user, and the accumu-
lated round-off error of the arguments. To enable this, PRECISA relies again
on the global optimizer Kodiak. For each argument arg, Kodiak computes its
range [I, u] by optimizing the real-valued counterpart of the argument expression.
To improve efficiency without compromising too much precision, plain interval
arithmetic with no branching—setting the maximum depth parameter to 1 in
Kodiak—is used in this phase. The symbolic round-off error expression associated
to arg is computed by PRECiISA. The error due to unstable branches is also taken
into account in this phase. This error expression is maximized by Kodiak, and
the result err is used to enlarge the argument ranges, obtaining [l — err, u + err].
This range is the one used to maximize the function’s error expression for that
specific call site. The symbolic error expression for each function is computed just
once when the interpretation I is built and then its numerical value is computed
by maximizing it with different input ranges. The proposed abstract semantics
may lead to a loss of correlation between the variables and, potentially, to less
accurate estimations. Depending on the desired accuracy/efficiency threshold,
the user can choose to perform this abstract function call analysis (the default
behavior in PRECiISA 4.0) or to use the option that unfolds the semantics of the
function calls and arguments.
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The optimization of function calls was key for performing a formal analysis of
the NASA DAIDALUS library [30]. This library provides a reference implemen-
tation of detect-and-avoid capabilities for unmanned aircraft systems intended
to keep aircraft safely separated. In [5], the application of a toolchain to extract
a formally verified floating-point C implementation of a DAIDALUS module is
presented. The extracted code is annotated with program contracts modeling
how the round-off error accumulates through the computation and is instru-
mented to detect conditional instability. PRECiSA is used in this toolchain as a
library to compute round-off errors following the approach presented in [42]. To
successfully apply the previous version of PRECiSA to the DAIDALUS mod-
ule, a pre-processing of the input specification was needed. Without this pre-
processing, which included a program slicing and several semantics-preserving
simplifications, PRECiSA did not terminate after several minutes. This was due
to the complexity of the module which features several conditionals, predicates,
and function calls. Using the analysis optimization described in this section, the
new version of PRECIiSA is able to analyze the original DAIDALUS module
without the slicing and simplification used in [5]. Figure 2 and Table 1 show the
comparison between the original and the abstract analysis for the numerical
functions in the DAIDALUS module. In this case study, the function abstrac-
tion improves the performance of the analysis without sacrificing the accuracy. In
some cases, slightly more accurate estimations are obtained. This may be due to
the large size of the unfolded error expressions, for which the branch-and-bound
may not be able to reach enough accuracy within the specified maximum depth.
For instance, for vertical _WCV (see [30]), the unfolding process times out after
5 min.

Table 1. Experimental results on the

10 e unfolding abstraction JE— round-off error of the DAIDALUS mod-
8 ule.
6 e ’
4
2
0 unfolding abstraction
& & & @ E S P Delta 4.69-14 4.68E-14
o0 SR o3 & S Theta_D_pos 1.29E-07 1.07E-07
& & & Q&
S N Theta D _neg 1.29E-07 1.07E-07
Theta H_pos 3.55E-15 3.55E-15
Theta H_neg 3.55E-15 3.55E-15
Fig. 2. Times in seconds for the coalt _entry 8.88E-15 6.66E-15
analysis of the DAIDALUS mod- coalt_exit 3.77E-15 3.77TE-15
ule vertical WCV time-out 1.77E-15

4 Data Collections and Bounded Recursion Support

Previous versions of PRECiISA, as well as the majority of floating-point error
analysis tools, focus on scalar values. However, it is often the case that
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safety-critical numerical code makes use of data structures such as lists, tuples,
and records. For instance, in the NASA-developed libraries DAIDALUS [30] (air-
craft detect-and-avoid) and PolyCARP [31] (polygon computations), a point in
space is represented as a tuple (z,y); polygons, used to represent keep-in and
keep-out areas such as geofences and weather cells, are represented as lists of
points; and aircraft position and velocity vectors are represented as records.
These libraries also use bounded loops and typical functional language recursion
structures such as map and fold. To enhance the applicability of PRECiSA to
these libraries of interest to NASA, support for data collections and the bounded
recursion schemas map and fold have been added to PRECiSA.

Data collections are admitted both as arguments and as return types of
functions. Records and tuples are treated in a similar way in PRECiSA. The
variable environment used by PRECiSA to store the semantics of local and input
variables has been enhanced to accommodate record fields and tuple indices.
When a function returns a record or a tuple, PRECiSA performs the static
analysis for each element, thus the result is a record or tuple of round-off errors.
Furthermore, the structure of the function interpretation I has been modified to
support fields and indices. When a function of type record or tuple is called by
another function and a field or index is accessed, a lookup in the interpretation
is performed as expected.

In contrast to records and tuples, the round-off error of a list is defined as the
maximum of the errors of its elements assuming that they are in the same given
input range. PRECiSA 4.0 adds support for the following recursion schemas that
operate on lists.

mapf[llv--wln}:[f(ll)w"’.f(ln)]’ (41)
fold fally,....ln] = f1, ... (f(lno1, f(ln,a)))...). (4.2)

Instead of unrolling the definitions and computing a large error expression, it is
sufficient to retrieve the error expression associated to function f in the interpre-
tation, and apply the global optimization process with the correct input variable
ranges. For the map schema this process is straightforward since all elements in a
list are assumed to be in the same input range provided by the user. For the fold
schema, similar to the function call analysis presented in Sect. 3, it is possible
to compute an overestimation of the input ranges in Kodiak. In this phase, n
branch-and-bound evaluations of f are performed, where n is the length of the
list. The symbolic error expression for f is computed once and then maximized
for different values.

5 Floating-Point Formalization

In addition to computing error bounds, an important feature of PRECiSA is the
generation of PVS proof certificates that formally ensure that these bounds are
correct. PRECISA relies on the higher-order logic interactive theorem prover
PVS [33] and a floating-point formalization originally presented in [6] and
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extended in [28]. This formalization includes basic definitions related to floating-
point numbers, such as their representation, the notion of ulp, the notion of sub-
normal float, and the definition of correctly rounded operators. In addition, it
includes a collection of formally verified round-off error estimations for a wide
range of mathematical operators. Since PRECiSA’s previous release, the PVS
floating-point formalization has been restructured and updated to model closely
the IEEE-754 standard. To accommodate this change, the certificate generation
and the automated proof strategies have been updated in PRECiSA 4.0.

The previous version of PRECISA assumed that floating-point values were
unbounded, meaning that they could be outside the ranges defined by the IEEE-
754 standard. Furthermore, special values such as signed zeros, infinities, and
NaN were not represented. The new version explicitly introduces bounds for
different architectures and special values as defined in the standard. Thus, all
floating-point values are required to be either special values or within a valid
range.

As an example, Fig. 3 depicts one of the lemmas generated for the function
tcoa from Example 1. Line 2 quantifies over the floating-point variables, s and v,
their real number counterparts, r_s and r_v, and the non-negative error variables
e_s and e_v. Line 3 states that all the expressions are finitely representable,
thus no overflow or NaN can occur. Line 4 states that e_s (resp., e_v) over-
approximates the difference between r_s and s (resp., r_v and v). Lines 56
specify the Boolean conditions that model the stable conditional error bounds
in Formula (2.5) and Formula (2.6). The consequent of the lemma states that
the round-off error of tcoa is at most the maximum between the error of the
division —(§/9) and 0, which is the representation error of the value —1. Figure 4
shows a concrete numerical instantiation of the lemma in Fig. 3, which is also
automatically generated by PRECiISA. The input ranges are declared in Line 6.
The error computed by Kodiak is shown in Line 8 and roughly corresponds to
3.23E-13. The generated valid range conditions can be used as implicit overflow
detectors. In fact, if the value of an expression cannot be proven to be in the
range, the lemma cannot be proven. This indicates that an overflow may have
occurred.

tcoa_@® : LEMMA>
FORALL(e_s, e_v: nonneg_real, r_s, r_v: real, s: double, v: double):
int_in_range?(-1) AND finite?(s) AND finite?(v) AND finite?(Ddiv(s, v)) AND finite?(Dneg(Ddiv(s, v)))
AND abs(DtoR(s) - r_s)<=e_s AND abs(DtoR(v) - r_v)<=e_v
AND (NOT(r_s * r_v < @)) AND (NOT(Dmul(s, v) < @))
OR ((r_s * r_v < @ AND r_v /= @) AND (Dmul(s, v) < @ AND v /= ItoD(8)))
IMPLIES
v abs(DtoR(tcoa(s, v)) - tcoa_real(r_s, r_v))
<= max(aerr_ulp_dp_neg(div_safe(r_s, r_v), aerr_ulp_dp_div(r_s, e_s, r_v, e_v)), @)

Fig. 3. Symbolic error lemma in PVS for the coa function.
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1 tcoa_c_@ : LEMMA

2 FORALL(r_s, r_v: real, s: double, v: double):

3 abs(DtoR(s) - r_s)<=ulp_dp(r_s)/2 AND abs(DtoR(v) - r_v)<=ulp_dp(r_v)/2
AND (NOT(r_s * r_v < @)) AND (NOT(Dmul(s, v) < @))
OR ((r_s * r_v < @ AND r_v /= @) AND (Dmul(s, v) < @) AND v /= ItoD(0))
AND r_s ## [|1,30@|] AND r_v ## [|1,300]]

IMPLIES
abs(DtoR(tcoals, v)) - tcoa_real(r_s, r_v)) <= 6394759627145231 / 19807040628566084398385987584
Fig. 4. Numeric error lemma in PVS for the tcoa function.
nl_comp.pvs
1 nl_comp: THEORY o 5 10
BEGIN
IMPORTING float@double64 nz 59 60
s @fp-function
estimate-error-bounds | compare-error-bounds I
nl_comp(nl,nz: double): double = L
(180/3.14) * acos(sqrt((1-cos(3.14/(2%nz)))
/(1-cos(2%3.14/n1)))) Accumulated Round-Off Error

END nl_comp
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Fig. 5. Round-off error analysis in VSCode-PRECiSA.

6 VSCode-PRECiSA User Interface

VSCode-PRECiSA* implements a graphical user interface that integrates PRE-
CiSA into Visual Studio Code, a widely used software development environment
developed by Microsoft. Analysis results from PRECISA are presented using
both a bar chart plot diagram (see Fig.5) and a numerical table. The table
presents the numerical results of the analysis along with information on the
instability error measuring the divergence of the conditional branches, if appli-
cable, and specific details about the parameters used for the analysis. A series
of analysis experiments can be performed for different ranges of input values
and combinations of analysis parameters. VSCode-PRECISA also provides spe-
cialized views that facilitate and automate different tasks typically performed
with PRECiSA: interval analysis, sensitivity analysis, comparative analysis, and
conditional instability analysis.

The interval analysis view divides a range of input values into n equally-
sized sub-ranges, where n is a positive natural number provided by the user.
Floating-point round-off error estimations are computed for each sub-range. The
results obtained in this view can be used to gain insights on how to reimplement
functions to minimize their round-off errors.

The sensitivity analysis view evaluates the floating-point round-off error of
a function when the range of input values is affected by a given uncertainty
coefficient provided by the user. This view automates the task of checking the

4 https://github.com/nasa/PRECiSA /tree/master /vscode-precisa.
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robustness of a program to round-off errors, i.e., whether small variations of a
program’s input values lead to unexpectedly large variations in the output.

The comparative analysis view shows the floating-point round-off error of two
functions evaluated on the same input variables. This view facilitates the assess-
ment of the round-off error in two alternative implementations of an algorithm.
The toolkit automatically feeds the two functions with the same input ranges
and the analysis results are displayed side-by-side in a bar chart.

As mentioned in Sect. 2, PRECiISA estimates the error associated with unsta-
ble conditionals and computes the conditions under which the ideal real num-
ber path diverges from the floating-point one. These conditions, called instabil-
ity conditions, are represented by sets of Boolean expressions over both real
and floating-point numbers. The conditional instability analysis in VSCode-
PRECISA presents visual information on these instability conditions, highlight-
ing which combinations of input variables may alter the control flow of a floating-
point program with respect to its ideal real number counterpart. A 2D-mesh
plot is created for a selected pair of variables where the red areas correspond to
the regions of possible instability. These regions of instability are computed by
the branch-and-bound paving functionality of Kodiak. The paver partitions the
input space into regions (called boxes) and uses interval arithmetic to compute
the value of the instability conditions over each input region. Due to the over-
approximation introduced by interval arithmetic, Kodiak classifies every box as
“certainly satisfy,” “possibly satisfy,” and “certainly do not satisfy.” The “possibly
satisfy” boxes are progressively refined until a maximum refinement depth or a
minimum precision (box size) is reached. The set of boxes that “certainly” and
“possibly” satisfy the instability conditions form a sound over-approximation of
the inputs that may cause unstable behaviors and, as a consequence, may lead
to large computation errors. To the best of the authors’ knowledge, PRECiSA
is the only tool that supports this kind of analysis. Figure 6 shows the results of
the instability analysis for the following function that checks if a point is inside
an ellipse-shaped area.

Varibles tobe ploted | x vy > Variatles tobe ploted X vy v Vartalestobe poted  x vy v
nUT i A nouT N A [ i
x -10 10 x [ 10 x

v -10 10 vy ) 10 y 0 5

Analyze

Fig. 6. Conditional instability analysis in VSCode-PRECiSA.
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pointInEllipse(Z,§) = if T * ;%74 TR g79 <10 then 1 else —1. (6.1)

The figure illustrates that unstable tests may occur for values close to the border
of the ellipse, though regions of instability are not always as obvious (see [29]
for an example).

7 Related Work

Diverse analysis techniques and tools that estimate the round-off error of
floating-point computations have been proposed in the literature.

Gappa [16] computes enclosures for floating-point expressions via interval
arithmetic that can be checked in the Coq proof assistant. This method enables
a quick computation, but may result in pessimistic error estimations. In Gappa,
the bound computation, the certification construction, and their verification may
require hints from the user. Thus, some level of expertise is required, unlike
PRECISA, which is fully automatic.

Fluctuat [19] is a commercial analyzer that accepts as input a C program
with annotations about input bounds and uncertainties, and it produces bounds
for the round-off error of the program expressions. Fluctuat uses a zonotopic
abstract domain [21] that extends affine arithmetic [17]. It can soundly identify
whether unstable conditional may occur [22]| and it provides support for iterative
programs by using the widening operators introduced in [18,20]. Unlike PRE-
CiSA, Fluctuat does not produce formal certificates. PRECiSA also implements
a widening operator [39], which takes advantage of the information contained
in the path conditions of the conditional error bounds to determine when the
round-off error of a program may converge. This widening has been applied to
simple programs where the error is known to stabilize in a few iterations. More
work is needed in this direction to define an effective widening operator for
estimating round-off errors for recursive programs.

FPTaylor [37] uses symbolic Taylor expansions to approximate floating-point
straight-line expressions and, similar to PRECiSA, applies a global optimization
technique to obtain numerical enclosures for round-off errors. It provides support
for different rounding modalities such as to-the-nearest, toward infinity, and
toward zero. Previous versions of FPTaylor emitted certificates for HOL Light
[23], however this functionality appears as deprecated in the last release.

Satire [15] is a tool for estimating round-off errors for straight-line floating-
point code with a focus on efficiency. It combines a variant of the technique
presented in [37] with an abstraction heuristic that replaces parts of the sym-
bolic error expression with pre-computed constants. Similar to the abstraction
presented in Sect. 3, this approach can lead to a loss of correlation between vari-
ables and possibly less accurate results, however, it improves the performance
of the tool, and it provides a good compromise to scale up to expressions with
thousands of operators. In contrast to [37], Satire only computes the first term
of the Taylor error expansion. Thus, the computed error bound may not be a
sound overestimation. In [1], a sound variation of the abstraction presented in
[15], which takes into account also the second-order Taylor term, is presented.



32 L. Titolo et al.

VCFloat [3,35] is a tool that computes rigorous round-off error terms for
straight-line Coq expressions. VCFloat does not generate a Coq certificate,
instead the computation of the bound is done entirely within Coq. The input
program contains a proof template that needs to be instantiated by the user in
order to prove the correctness of the computed bounds.

Daisy [13] is a framework for the analysis and optimization of finite-precision
computations. It supports both floating-point and fixed-point arithmetic, and
it computes estimations for both absolute and relative errors. Daisy does not
generate proof certificates, but the external checker FloVer [4] can be used to
validate the bounds computed by Daisy. In [25], Daisy has been enhanced with
support for arrays and matrices.

Unlike PRECISA, which targets programs with common constructs such as
let-in constructs, conditional, and function calls, FPTaylor, VCFloat, and Daisy
are designed to analyze straight-line program expressions. Table 2 summarizes
the features of the above-mentioned tools.

Table 2. Comparison of the features of worse-case round-off error analysis tools.

PRECISA | FPTaylor | Daisy | VCFloat | Fluctuat | Gappa
proof certificates v v X v X v
conditionals 4 X X X v X
instability detection v X X X 4 X
instability analysis v X X X X X
7L function calls v X X X 4 X
bounded loops v X X X v X
widening v X X X v X
data collections v X 4 X v X
rounding modes X v X X X X
fixed-point arith. X X v X X 4

Below, PRECiSA 4.0 is compared in terms of accuracy and performance
with the following currently maintained open-source tools: Daisy [13] (com-
mit b1705d9), FPTaylor [37] (ver. 0.9.4+dev), and VCFloat2 [3] (commit
10caflc). This comparison was performed using the standard benchmark suite
FPBench [12]. The selected benchmarks involve nonlinear expressions, transcen-
dental functions, and polynomial approximations of functions, taken from equa-
tions used in physics, control theory, and biological modeling. These benchmarks
and the generated PVS certificates can be found in the PRECiSA distribution.
The experimental environment consisted of a 2.6 GHz 6-Core Intel Core i7 with
16 GB of RAM running under MacOS Ventura 13.6.6.

Figure 7 shows numerical round-off error bounds computed by the aforemen-
tioned tools. The default configuration is used for each tool. For PRECiSA,
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Daisy, and FPTaylor, input variables and constants are assumed to be real num-
bers. This means that they carry an initial round-off error that has to be taken
into consideration in the analysis. VCFloat2 does not support the modeling of
the initial rounding, thus the input values are assumed to be perfectly repre-
sentable as a floating-point. This means that the initial rounding error is not
taken into account and it is not propagated. Daisy and FPTaylor use the same
round-off error model. However, Daisy relies on data-flow analysis and SMT
solvers to compute error bounds, while FPTaylor and PRECiSA use global opti-
mization methods. The methods used by FPTaylor and PRECiISA are different,
but they coincide on certain operations like sum and multiplication. VCFloat
uses interval arithmetic with subdivisions, which may be less accurate than the
methods used by FPTaylor and PRECiSA. The times for the computation of
the bounds are shown in Fig.8. The performance of PRECISA is in line with
the other similar tools for most of the examples, and for some of the considered
benchmarks PRECiISA is the fastest approach. PRECiSA’s times also include
the generation of the PVS certificates, while Daisy’s include the computation of
the relative error bound. In summary, for the considered examples, PRECiSA
provides a good trade-off between accuracy and performance together with a
wide support for arithmetic operations and programming constructs.

Besides worst-case round-off error analysis tools, other tools have been
proposed to improve the quality of floating-point software. The static ana-
lyzer Astrée [10] automatically detects the presence of potential floating-
point run-time exceptions such as overflows and division-by-zero by means
of sound floating-point abstract domains [7,27]. Precision allocation (or tun-
ing) tools [2,9,14,36] select the lowest floating-point precision for the program
variables that is enough to achieve the desired accuracy. Program optimiza-
tion tools [11,34,38,43] improve the accuracy of floating-point programs by
rewriting arithmetic expressions in equivalent ones with a lower round-off error.
ReFlow [40], initially distributed as part of PRECiISA, automatically extracts
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Fig. 7. Experimental results for absolute round-off error bounds.
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Fig. 8. Times in seconds for the generation of round-off error bounds.

floating-point C code from a PVS real number specification. ReFlow implements
a code instrumentation that detects unstable conditionals and annotates the code
with contracts that relate the floating-point implementation with the real-valued
program specification. The annotated code can be used as input to the static
analyzer Frama-C [26]. ReFlow relies on PRECISA to compute the round-off
error estimations and the corresponding PVS proof certificates that guarantee
their correctness.

8 Conclusion

This paper presents PRECiSA 4.0, the latest release of a NASA open-source
static analyzer for floating-point round-off errors. This version of the tool adds
several new features and provides support for a wide range of program constructs
and mathematical operators. While the majority of other state-of-the-art round-
off error analysis tools are limited to straight-line program expressions, PRE-
CiSA targets programs with function calls, predicates, conditionals, and data
structures. Conditional instability analysis is particularly challenging to detect
and correct by visual code inspection. Issues related to unstable guards have
been discovered in NASA libraries implementing geofencing applications [29]
and aircraft detect-and-avoid logics [40]. To the best of the authors’ knowledge,
the conditional instability analysis presented in this work is the first approach
that specifically targets the problem of identifying the source of instability in
floating-point programs. PRECiSA 4.0 has been used in several applications at
NASA, demonstrating its effectiveness and applicability in real-world problems.
PRECISA is at the core of the floating-point C code generator ReFlow , which
has been used to generate formally verified floating-point C code for the NASA
libraries DAIDALUS [5] and PolyCARP [29].

In the future, the authors plan to add more features to expand even more
the applicability of PRECiSA to real-world programs. For instance, support for
fixed-point numbers will be added to enable the analysis of quantized neural
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networks. The symbolic Taylor error expansion introduced in [37] can be inte-
grated into the analysis performed by PRECiSA. These error approximations
can be used as an alternative to, or in combination with, the error expressions
implemented in PRECiSA. Additionally, the authors plan to enhance the Kodiak
tool to support conditional expressions. This feature will improve the accuracy
of the round-off error of conditional if-then-else expressions.

Data Availability Statement. PRECiSA 4.0 is released under NASA Open Source
Agreement and it is available at https://github.com/nasa/PRECiSA. Additionally, the
companion artifact of this submission can be accessed via the following link: https://
doi.org/10.5281 /zenodo.12525527.
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Abstract. Software is ubiquitous in the digital world, and the correct
function of software systems is critical for our society, industry, and infras-
tructure. While testing and static analysis are long-established techniques
in software-development processes, it became widely acknowledged only
in the past two decades that formal methods are required for giving
guarantees of functional correctness. Both academia and industry worked
hard to develop tools for formal verification of software during the past
two decades, with the result that many software verifiers are available
now (for example, 59 freely available verifiers for C and Java programs).
However, most software verifiers are challenging to find, install, and use
for both external researchers and potential users. FM-WECK changes this:
It provides a fully automatic, zero-configuration container-based setup
and execution for more than 50 software verifiers for C and Java. Both the
setup requirements and execution parameters of every supported verifier
are provided by the tool developers themselves as part of the FM-TooLs
metadata format that was established recently and was already used by the
international competitions SV-COMP and Test-Comp. With our solution
FM-WECK, anyone gets fast and easy access to state-of-the-art formal
verifiers, no expertise required, fully reproducible.

Keywords: Formal Methods - Verification - Model Checking - Testing - FM-Tools
- Tool Conservation - Reproducibility - Satisfiability Modulo Theories - Provers

1 Introduction

Reliable, correctly functioning IT systems are fundamental in a digital world.
One way to achieve correct systems is to apply formal methods. Tools for formal
methods are intricate software systems, which often compute abstract models
to prove system implementations correct or find errors. There is already a large
pool of mature and well-established verification tools (for example, in the area
of software verification [1,2,3,4,5]), and automatic tools are heavily used in
industrial software-engineering applications [4, 6, 7, 8]. Sometimes such tools are
even used as components in meta verifiers [9,10,11,12,13,14]|. However, the
integration of verification tools provides multiple obstacles: (1) There exists a
plentitude of research verification tools that are no longer maintained despite
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Fig. 1: Overview of FM-WECK

run

delivering interesting results, making them incapable of running in modern software
environments, (2) the tools often provide poor documentation of their requirements
on the environment (e.g., whether LLVM 9 or LLVM 12 is required), and which
operating system they expect (e.g., Ubuntu 20.04), and (3) these tools often
have a huge configuration space resulting in a complicated set of command-line
interface (CLI) arguments that users have to understand and set correctly. These
obstacles deter developers and researchers from experimenting or even integrating
verification tools in their own processes and tools [15, 16].

FM-WECK is a command-line tool that mitigates these issues by using the
developer-provided metadata from the FM-To0OLS repository [17, 18]. The FM-
TOOLS repository is a community-maintained source of metadata for formal-
methods tools. The repository and the metadata format has been adopted by the
international competitions on software verification (SV-COMP) [19] and testing
(Test-Comp) [20], and tool developers maintain the information about their
tools, including the expected runtime environments and execution parameters.
FM-WECK uses these data provided by experts to give researchers and users easy
access to controlled runtime environments and execution of more than currently 50
verification tools for C and Java. Figure 1 gives an overview of FM-WECK’s three
modes of operation, shell, expert, and run, which assist users working with tools
for formal methods. In the following section, we briefly introduce the FM-TooLs
metadata format that is used by the FM-TOOLS repository (for more details we
refer to the format description [17]), then we present how to use FM-WECK’s
modes of operation before concluding with current applications of the tool.

Related Work. CoVeriTEAM [21] is a tool and language for constructing tool com-
positions. It uses a YAML-based format for the atomic-actor definitions (informa-
tion where to download, how to assemble command-lines). This format has inspired
the format used in FM-TooLs. Unfortunately, CoVErITEAM does not configure
the execution environment for the tools and simply assumes that the host machine
has all required packages readily installed, which FM-WECK solves. Conserving
tools for formal methods is an old desire [22], also addressed by COVERITEAM SER-
vice [9]. FM-WECK adds the use of Docker containers to make the environment
reproducible and easy to run, also independently from web services.

2 FM-TooLs: Tool Metadata

The FM-T0OLS repository aggregates relevant information about tools for formal
methods: It specifies the download location, maintainers, command-line options,
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as well as other related information. In addition, FM-TOOLS stores information
about container images on which the tool is guaranteed to run according to the
maintainers. An FM-TooLs file for a specific tool is a YAML document with
a precisely defined set of keys (a schema for the metadata of formal-methods
tools is available in the repository). FM-Too0Ls was adopted by SV-COMP and
Test-Comp in their 2024 edition [19,20]. As part of FM-WECK, we also provide
a Python library [23] that helps users to parse, use, and modify FM-ToOOLS.

versions:

1

2 - version: "svcomp24"”

3 doi: 10.5281/zenodo.10203297

4 benchexec_toolinfo_options:

5 ["-svcomp24", "-heap”, "10000M",

6 "-benchmark”, "-timelimit"”, "900 s"]
7 required_ubuntu_packages:

s - openjdk-17-jdk-headless

9 base_container_images:

10 - docker.io/ubuntu:22.04

11 full_container_images:

12 - registry.gitlab.com/sosy-1lab/\

13 benchmarking/competition-scripts/user:2024

Listing 1: Example of a tool entry in FM-TOOLS

Listing 1 shows an example of a tool-version entry in FM-TooLs. The field
required_ubuntu_packages specifies the Ubuntu packages that are required to run
the tool. The field base_container_images specifies the Ubuntu container images
on which the required Ubuntu packages can be installed, and with which the tool
is guaranteed to run after package installation. The field full_container_images
specifies self-contained container images that are guaranteed to run the tool
out-of-the-box. For a tool t it shall hold that

Vi € base_container_images : (¢ ¢ required_ubuntu_packages) =t (1)
Vi € full_container_images: i |=t (2)

where @ denotes the operation of installing the packages on the image ¢ and i =t
denotes that the image ¢ is sufficient to run the tool ¢.

FM-TooLs currently refers to Ubuntu packages, because most tools run on
Linux, and Ubuntu as a widespread distribution, whose long-term support keeps
specifying and installing the packages straightforward across verifiers.

3 FM-WECK

FM-WECK is a command-line tool written in Python, which consumes FM-
TooLs [18] tool metadata to execute formal-methods tools inside of a container.
(The tool’s name is inspired by a German brand of jars for conserving food.) The
utility can be used to run, develop, and experiment with formal-methods tools. The
software architecture of FM-WECK also allows and encourages usage as a library.

FM-WECK simplifies the execution of formal-methods tools by setting up
and starting containers tailored for each tool. FM-WECK can also configure a
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container runtime such that benchmarks with BENcHEXEC are possible inside
of them. To launch the actual container, FM-WECK uses podman [24] internally
with the crun runtime [25]. The FM-WECK CLI comes with three modes of
operation: run, expert, and shell.

3.1 FM-WEcCK Modes

Every command in FM-WECK takes an FM-To0OLS file as input. This file can
be specified either as a path, or as the identifier of the tool. In the latter case,
FM-WECK uses the bundled file from the FM-TO0OOLS repository with the corre-
sponding name. In any case, users can also specify a specific version of a verifier by
appending it with a colon after the file path or name, e.g., <verifier>:<version>.

Automatic (run) Mode.

(fm—weck][ run ]@erifier.yml}[—p property]{file_%

The run mode enables plug-and-play execution of formal-methods tools: it down-
loads and unpacks a tool from the archive specified in the FM-Too0OLS metadata
file (’verifier.yml’ above) into a user-specified cache directory on the host system.
This cache is mounted into the container, where the verifier is then executed with
the given command-line arguments. The run mode takes two additional arguments:
(1) the -p argument specifies a property file, i.e., the goal for the verifier—this can
either be a path to the property file or the name of one of the properties used in
SV-COMP or Test-Comp, and (2) the files that shall be passed to the tool. In the
case of software verifiers, these program files are the input programs to be verified.

Manual (expert) Mode.

[Fm—weck) [expert] @erifier . ymID [<a rgs>]

The expert mode is for manual interaction with a verifier: it executes a given
verifier, specified through the corresponding FM-TooLs YAML file, in its con-
tainerized environment passing any additional arguments verbatim to the verifier.
Just like in the run mode, FM-WECK takes care of downloading and unpacking
the verifier as well as setting up the container before the execution. All arguments
following the tool verifier.yml are passed to the verifier in the container, which
makes the expert mode essentially act like the verifier if it was executed directly
on the host system. The following is an example execution that displays the
version of the CPACHECKER verifier: fm-weck expert cpachecker -version

Interactive (shell) Mode.
[fm—weck] [shellj @erifier.ymg

The shell mode enters an interactive shell inside of the container specified by
the given verifier. The shell mode launches a Bash shell with the current working
directory mounted inside. Users may mount additional directories through a
configuration file described in Sect. 3.2. Like with the expert mode, the container
information is extracted from the FM-To0OLS metadata file provided by the user.
The shell mode takes no additional parameters. The following example starts an
interactive shell in the container of Ultimate Automizer: fm-weck shell uautomizer
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3.2 Project-Specific Configuration

FM-WEcCK works without any additional configuration, but expert users can still
modify aspects of FM-WECK to their needs. Users may set default values and
additional files or directories which shall be available inside the container. The
configuration is specified in TomL format, as seen in Listing 2. If users define a
default image file in this configuration, they can omit the verifier.yml in the
shell mode, and the *container_image keys in the expert and run modes.

1 [defaults]

2 image = "some_image:latest”

3 [mount]

4 "local/path” = "/container/path”

Listing 2: Example of a run configuration

Relative paths in the configuration file are relative to the directory that contains
the configuration file. If no configuration path is explicitly set via the command
line, FM-WECK first looks for a configuration file .weck in the current working
directory. If this does not exist, it looks for a configuration file .config/weck
in the user’s home directory.

4 Applications

FM-WECK is designed with three core applications in mind: (1) to execute a
single tool based on its FM-T0OLS metadata, (2) to facilitate the execution of
unmaintained tools in future competition instances, and (3) as a utility that
enables OS-independent execution in CoVERITEAM [21].

4.1 Execution of a Single Tool

FM-WECK provides a bother-free user experience that encourages curious re-
searchers and developers to try and experiment with different verification tools—
from well established behemoths to cutting-edge research tools. Users do not have
to worry about the tool’s dependencies, installation, or complicated command-
line configurations. The run mode of FM-WECK achieves this goal. Running
CPAcHECKER to find overflows in a C program is as simple as:

[fm—weckj[ run ][cpacheckea [—p no—overflow]programbﬁ

4.2 Containerized Execution in CoVERITEAM

CoVERITEAM [21] is a framework for cooperative verification. Similar to fm-weck,
CoVERITEAM takes tool metadata in a YAML format as input, to download and
run the tools specified in a cooperative-verification workflow. Each tool is executed
inside a containerized environment provided by BencuExec [26]. However, these
BencHExEC containers do not support OCI container images. This means that all
tools running in a CoVerITEAM workflow must be able to run on the host system.
We extend CoVErITEAM with an FM-WECK-based run mode. This enables the
cooperation of actors regardless of their system requirements.
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CoVeriTeam SV-COMP Exec

unmaintained

Fig.2: FM-WECK as executor Fig.3: FM-WECK as drop-in com-
in CoOVERITEAM mand for SV-COMP infrastructure

Figure 2 illustrates the integration of FM-WECK in CoVerITEAM. Instead
of calling BENncHExEC, CoVERITEAM calls FM-WECK to instantiate a container
for the given tool and execute the assembled command inside of it. COVERITEAM
is also written in Python and uses FM-WECK directly as a library.

4.3 Reliable Execution in SV-COMP 2025

SV-COMP comparatively evaluates more than 70 verification tools on an extensive
benchmark set [19,27]. The server infrastructure that executes these millions of
verification and validation runs during the competition is hosted on the always-
latest Ubuntu LTS Version. This is a formal requirement of the SV-COMP rules.
However, there is a growing number of tools that are no longer actively maintained
and serve as a retrospective baseline—the so-called hors-concours participants.
These tools are benchmarked in the same way as the regular participants, but they
do not compete in the ranking. Until SV-COMP 2024, these tools were manually
migrated by volunteers to still work on the latest Ubuntu LTS Version, but with
26 hors-concurs participants, the amount of migration-labor becomes infeasible.

With FM-WECK we extend the functionality of the current SV-COMP in-
frastructure to execute these tools in the SV-COMP 2024 environment. Figure 3
illustrates how FM-WECK is used as a drop-in solution. We wrap the exist-
ing invocation of the benchmark command inside of a pre-built image. This
image replicates the OS and installed packages of SV-COMP 2024. By default,
BencHEXEC cannot run inside of another container: FM-WECK also sets up the
container runtime such that BEncHExEc works inside of it.

5 Conclusion

We developed FM-WECK, a utility to run formal-methods tools in containerized
environments. The goals are to (a) conserve the tools, such that they stay ex-
ecutable in the future, and (b) make it easy for researchers, practitioners, and
educators to use and explore the existing tools for formal methods. The appli-
cation scenarios in CoVeErITEAM and SV-COMP infrastructure demonstrate the
capabilities of FM-WECK as a library as well as a command-line tool. The tool is
open source, licensed under Apache 2.0, and available on GitLab [28].

Data-Availability Statement. The metadata are available in the FM-TooLS
repository [18] and the source code in the FM-WECK repository [28]. A refined
version [29] of the artifact submitted for evaluation [30] is available on Zenodo.
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Abstract. We propose DFAMiner, a passive learning tool for learn-
ing minimal separating deterministic finite automata (DFA) from a set
of labelled samples. Separating automata are an interesting class of
automata that occurs generally in regular model checking and has raised
interest in foundational questions of parity game solving. We first pro-
pose a simple and linear-time algorithm that incrementally constructs
a three-valued DFA (3DFA) from a set of labelled samples given in the
usual lexicographical order. This 3DFA has accepting and rejecting states
as well as don’t-care states, so that it can exactly recognise the labelled
examples. We then apply our tool to mining a minimal separating DFA
for the labelled samples by minimising the constructed automata via a
reduction to SAT solving. Empirical evaluation shows that our tool out-
performs current state-of-the-art tools significantly on standard bench-
marks for learning minimal separating DFAs from samples. Progress in
the efficient construction of separating DFAs can also lead to finding
the lower bound of parity game solving, where we show that DFAMiner
can create optimal separating automata for simple languages with up
to 7 colours. Future improvements might offer inroads to better data
structures.

Keywords: Passive learning + Separating Automata + Three-valued
DFA - Parity Game Solving

1 Introduction

The task of inferring a minimum-size separating automaton from two disjoint
sets of samples has gained much attention from various fields, including compu-
tational biology [21], inference of network invariants [19], regular model check-
ing [26], and reinforcement learning [24]. More recently, this problem has also
arisen in the context of parity game solving [6], where separating automata can
be used to decide the winner. The breakthrough quasi-polynomial algorithm
[8], for example, can be viewed as producing such a separating automaton, and
under additional constraints, quasi-polynomial lower bounds can be established,
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too [8,13]. These applications can be formalised as seeking the minimum-size
of DFAs, known as the Min-DFA inference problem, from positive and negative
samples.

The Min-DFA inference problem was first explored in [5,18]. Due to its high
(NP-complete) complexity, researchers initially focused on either finding local
optima through state merging techniques [7,23,29], or investigating theoretical
aspects such as reduction to graph colouring problems [11]. Notably, it has been
shown that there is no efficient algorithm to find approximate solutions [31].

With the increase in computational power and efficiency of Boolean Satisfi-
ability (SAT) solvers, research has shifted towards practical and ezact solutions
to the Min-DFA inference problem. Several tools have emerged in the literature,
including ed-beam/exbar [20], FlexFringe [35], DFA-Inductor [34,36], and DFA-
Identify [24].

The current practical and exact solutions to the Min-DFA inference problem
typically involve two steps: First, construct the augmented prefix tree acceptor
(APTA [12]) that recognises the given samples, and then minimise the APTA to
a Min-DFA by a reduction to SAT [20]. Recent enhancements of this approach
focus on the second step, including techniques like symmetry breaking [20,34]
and compact SAT encoding [20,36]. Additionally, there is an approach on the
incremental SAT solving technique specialised for the Min-DFA inference prob-
lem, where heuristics for assigning free variables have also been proposed [3].
However, their implementation relies heavily on MiniSAT [17]. We believe that,
in order to take advantage of future improvements of SAT solvers, it is better
to use a SAT solver as a black-box tool. We note that the second step can be
encoded as a Satisfiability Modulo Theories problem [32], which also benefits
from our contribution to the first step.

The second step is typically the bottleneck in the workflow. It is known that
the number of Boolean variables used in the SAT problem is polynomial in the
number of states of the APTA. Smaller APTAs naturally lead to easier SAT
problems. This motivates our effort to improve the first step of the inference
problem to obtain simpler SAT instances. While previous attempts have aimed
at reducing the size of APTAs [7,23,29], we introduce a new and incremental
construction of the APTAs that comes with a minimality guarantee for the
acceptor of the given samples.

Contributions. We propose employing the (polynomial-time) incremental min-
imal acyclic DFA learning algorithm [14] to extract minimal DFAs from a given
set of positive samples. More precisely, we extend their algorithm to support the
APTA construction from a set of positive samples and a set of negative samples.
Notably, the obtained APTA is guaranteed to be the minimum-size deterministic
acceptor for the labelled sample set S.

We have implemented these techniques in our new tool DFAMiner and
compared it with the state-of-the-art tools DFA-Inductor [34,36] and DFA-
Identify [24], on the benchmarks generated as described in [34,36]. Our experi-
mental results demonstrate that DFAMiner builds smaller APTAs and is there-
fore significantly faster at finding the Min-DFAs than both DFA-Inductor and
DFA-Identify.
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To test our technique, we have employed it to extract deterministic safety
or reachability automata as witness automata for parity game solving. With
DFAMiner, we have established the lower bounds on the size of deterministic
safety automata for parity games with up to 7 colours. To the best of our knowl-
edge, this is the first time that Min-DFA inference tools have been applied to
parity game solving. If they eventually scale, this may lead to new insights into
the actual size of the minimal safety automata for solving parity games.

Related work. The learned Min-DFA can be seen as a witness proof that sep-
arates the set of good behaviours and the set of bad behaviours for a given
system. Therefore, our work can be directly applied to the problems that look
for those proofs, such as regular model checking [26] and reinforcement learn-
ing [24]. Another standard application is in the active learning of minimal DFAs
by equivalence queries [2]. We remark that in [1], non-incremental and incre-
mental constructions were proposed to find small and even minimal APTAs that
separate the positive and negative samples. These two constructions are based
on state merging techniques of RPNI [29]. Their algorithms are approximate
constructions. As a consequence, their constructed APTAs can be smaller (or
even larger) than our APTAs, and can no longer be used to extract the minimal
separating DFA for S in the second step.

2 Preliminaries

In the whole paper, we fix a finite alphabet X of letters. A word is a finite
sequence of letters in Y. We denote with € the empty word and with X* the set
of all finite words. As usual, we let 7 = X%\ {e}. A subset of X* is a finitary
language. Given a word u, we denote by wu[i| the i-th letter of u. We denote by
uli, k] the subword starting at the i-th element and ending at the (k — 1)-th
element when 0 < ¢ < k, and the empty sequence € when i > k or kK = 0. We
denote by u[i-- -] the word of u starting at the i-th element when ¢ < |u|, and
the empty sequence & when i > |u|. For two given words u and v, we denote by
w-v (uv, for short) the concatenation of v and v. We say that w is a prefiz of
w if w = wu - v for some word v € X*. We denote by prefixes(u) the set of the
prefixes of u. We also extend function prefixes to a set of words .S, i.e. we have
prefixes(S) = (U, g prefixes(u).

Transition system. A deterministic transition system (TS) is a tuple 7 =
(Q,1,0), where @ is a finite set of states, ¢ € @ is initial state, and § : @ x X — @
is a transition function. We also extend § from letters to words in a usual way,
by letting 6(q,e) = ¢ and 6(q,a - u) = 6(d(q,a),u), where u € X* and a € X.

Automata. An automaton on finite words is called a deterministic finite
automaton (DFA). A DFA A is formally defined as a tuple (7, F'), where T
is a TS, and F' C @ is the set of accepting states. DFAs map all words in X* to
two values, accepting (+) and rejecting (—).

A run of an DFA A on a finite word u of length n > 0 is a sequence of states
P = qoq1- qn € QT such that, for every 0 < i < n, gi+1 = 6(q;, uli +1]). We
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write go—q, if there is a run from g to ¢, over u. DFAs have at most one run
for each word. A run is accepting if it ends in an accepting state ¢, € F. A
finite word u € X* is accepted by A if it has an accepting run. The set of words
accepted by an automaton is called its language. The class of words accepted
by DFAs is known to be regular languages. For a given regular language, the
Myhill-Nerode theorem [25,28] helps to obtain the minimal DFA.

DFAs are easy to extend to languages with “don’t-care" words.

Definition 1. A 3-valued DFA (3DFA)! is defined as a triple (T, A, R), where
T is a deterministic TS, and A, R, and D = Q\ (AUR) partition the set of states
Q, where A C @Q is the set of accepting states; R C @ is the set of rejecting
states; and the remaining states D are called don’t-care states.

3DFAs map all words in X* to three values: accepting (+), rejecting (—), and
don’t-care (7), where they are accepting if they have an accepting run, rejecting
if they have a rejecting run (which is a run ending in a rejecting state), and
don’t-care otherwise.

It is possible to identify equivalent words that reach the same state in the
minimal 3DFA of a given function L : X* — {+,—,7} [9]. Let x, y be two words
in ¥* and L € (X* — {4, —, 7}) be a function. We define an equivalence relation
~pC X* x X* as: @ ~p y if, and only if, Vv € X* . L(zv) = L(yv).

We denote by | ~, | the index of ~, i.e. the number of equivalence classes
defined by L. Let S = (S*,57) be a given finite set of labelled samples in X*.
We can also see S as a classification function that induces an equivalence relation
~g. That is, if we set S* = £*\ S, then S(u) = $ if u € S%, where $ € {+, —, ?}.
Finally, we conclude with a straightforward proposition that follows from the
fact that | ~g | is bounded by |prefixes(S)|.

Fact 1. Let S be a finite set of labelled samples. Then the index of ~g is finite.

3 DFAMiner

3.1 Main Problem

Let S = (ST, S57) be the given set of labelled samples in the whole paper. Our
goal in this paper is to find a minimal DFA (Min-DFA) D for S such that, for
all w e ¥, if S(u) = $, then D(u) = 3§, where § € {4+, —}. We call the target
DFA a minimal separating DFA? for S, abbreviated as separating Min-DFA.
Recall that the passive learners for separating Min-DFAs [20, 36] usually first
construct the APTA P (and thus a 3DFA) recognising S and then minimise the
APTA P to a Min-DFA using a SAT solver. Our tool DFAMiner follows a similar
workflow. The main advantage of DFAMiner compared to prior work is that it
has access to an incremental construction that produces the minimal 3DFA M

! 3DFAs are a standard model for representing positive and negative samples in the
literature. In [1], 3DFAs are called deterministic unbiased finite state automata.
2 The 3DFA that recognises S is called separating DFA for S in [9].
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Fig. 1. Workflow of DFAMiner with 3DFAs

of S with respect to ~g. Furthermore, DFAMiner also supports the use of a DFA
pair (DT, D7) to obtain possibly further reduction on the state space. We call
such pair double DFAs.

Definition 2. A double DFA (dDFA) is a tuple (T = {7T",7"}, A, R), where
T is the union of two disjoint TSs, and A, R and D = Q\ (AU R) partition the
states Q of T, such that the languages of LT = (T, A) and L~ = (T, R) are
disjoint. We call the words accepted by L™ accepting, the words accepted by L~
rejecting, and all other words don’t-care words.

Note that since L™ and L~ are disjoint, every word on 7 can have only one
accepting run and one rejecting run, although 7 has two initial states.

3.2 Workflow Description

Assume that we have an incremental construction of 3DFAs from the given set
of samples S = (ST, 57). A natural workflow of DFAMiner is to first construct
the minimal 3DFA M (which is also a directed acyclic graph) from S and then
minimise it using a SAT solver. This approach is depicted in Fig. 1. The compo-
nents labelled in green or blue in Figs. 1-2 are novel contributions made in our
tool. We use the standard SAT-based minimisation approaches of 3DFAs as a
black-box [34].

We observe that the minimisation algorithm [34] does not necessarily work
only on 3DFAs, but also on dDFAs and even on a pair of nondeterministic finite
automata (the encoding will be discussed in Sect.5). This motivates us to ask
the following question: can we construct a dDFA for the pair of samples S?7 We
give a positive answer to this question.

Our construction of dDFAs N from S is formalised as follows. We construct
the minimal 3DFAs DF and D~ that recognise the languages (ST, () and (S, 0),
respectively, making sure that DT and D~ do not share the same state names.
We then combine the two DFAs into a dDFA N, where the initial states of
N are the initial states of both D and D, while the transitions between
states remain unchanged and we make the accepting states of DT and D~ the
accepting and rejecting states of A, respectively. All other states are don’t-care
states. Note that, although such a dDFA corresponds to two TSs, we can see
them as one, since their languages are disjoint. Therefore, even if there are now
two initial states, every word will be accepted or rejected by only one of them.
The workflow of this construction is depicted in Fig. 2. In this way, we obtain a
dDFA N that recognises exactly the given set S. The empirical evaluation shows
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Fig. 2. Workflow of DFAMiner with dDFAs

that the two types of workflows are incomparable (none of them dominates the
other in terms of size or speed), hence, both have their place in the learning
procedure.

We note that the algorithm for producing dDFAs can be adjusted to produce
proper double nondeterministic finite automata (NFAs) when we first translate
Dt and D~ to NFAs Nt and N, respectively, using standard tools (e.g. [10])
to reduce their size (similar to Fig.2). The way N™ and N~ are merged into N’
is the same as for D™ and D, and adjusting the SAT encoding to have NFAs
(and thus potentially many successors) is straight forward.

For details of the components of DFAMiner, our incremental construction for
3DFAs is reported in Sect.4, while the SAT-based minimisation algorithm is
described in Sect. 5. In Sect. 6 we propose a possible application of DFAMiner in
learning minimal separating DFAs by equivalence queries and to parity game
solving. We close with an experimental evaluation on standard benchmarks in
Sect. 7. A full version of the paper with supplementary materials can be found
in [16].

4 Incremental Construction of 3DFAs

4.1 Prior Construction of 3DFAs

Let S be the given labelled sample Tal?le 1. Size of.Min—BDFA and APTA on
set and P the APTA3 that recognises Parity game solving.

S constructed with standard proce- |§ | Lcn7gth MinggFA ?31);71;
dures [20,24,3.4,36]. The APTA P = 8 54l 200721
(Q,¢,6, F, R) is formally defined as a 5 9 644 835,954
3DFA where Q = prefixes(S) is the 5 10 74T 3,369,694
set of states, € is the initial state, 2 ; gg? ;ggg%
F=g* i.s the set of acc.ept'ing states, 6 9 2170 4,36‘3,362
R = 57 is the set of rejecting states, 6 10 2533 20,689,546

and §(u,a) = ua for all u,ua € Q and
a€X.

3 APTAs are called prefix tree unbiased finite state automata in [1] and they are also
similar to the prefix-tree Moore Machines in [33].
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The main issue is that the size of P increases dramatically with the growth
of the number of samples in S and their length. This is not surprising given that
P maps every word in prefixes(S) to a unique state.

To show this growth, we have considered samples from parity game solving.
Table 1 shows the size comparison between the APTA and its minimal 3DFA
(Min-3DFA) representation. With 5 and 6 letters (in this case colours), we
can observe that the Min-3DFAs can be much smaller than their correspond-
ing APTA counterparts.

In other words, there are a lot of equivalent states in APTAs that can be
merged. To identify equivalent states in P, we can use the equivalence relation
~g. In fact, since APTAs are acyclic, we can minimise them via a linear-time
backward traversal [14]. Further, we show next that we do not have to construct
the full APTA P in order to obtain the Min-3DFA for the given samples.

We will subsequently refer to APTAs constructed by the existing approaches
and use 3DFAs for the acceptors constructed by our new technique.

4.2 Incremental Construction of 3DFAs

In [14], an incremental construction of a minimal DFA that accepts a given set of
positive samples has been proposed. We extend their algorithm to 3DFAs from
a pair S = (S1,57) of sets of labelled samples.

Our algorithm can be seen as the on-the-fly version of the combination of
the construction of the APTA and its minimisation to the Min-3DFA based on
the backward traversal of the APTA. We first describe the minimisation of the
APTA tree and then the on-the-fly construction of the Min-3DFAs in the sequel.

For simplicity, let us assume that the full APTA tree P is already given. The
crucial step in the minimisation component is to decide whether two states p
and ¢ are equivalent. Based on the definition of ~g, we define that two states
p,q € @ are equivalent, denoted p = ¢ if, and only if:

1. they have the same acceptance status, i.e. they are both accepting, rejecting
or don’t-care states; and

2. for each letter a € X, they either both have no successors or their successors
are equivalent.

In the implementation, since we only store one representative state for each
equivalence class, the second requirement can be simplified as follows:

2’. for each letter a € X' they either both have no successors or the same suc-
Cessor.

Therefore, it is easy to outline an algorithm to minimise the given APTA
tree P by applying these steps:

1. We first collapse all accepting (respectively, rejecting) states without outgoing
transitions to one accepting (respectively, rejecting) state without outgoing
transitions, and put the two states in a map Register, which allows fast access
to their representative states for all states.
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2. Then we perform backward traversal of states and check if there is a state
whose successors are all in Register. For such states, we identify equivalent
states by Rule 2, replace all equivalent states with their representative, and
put their representative in Register.

3. We repeat Step 2 until all states, including the initial one, are in Register.

In this way, we are guaranteed to obtain the Min-3DFA M that correctly recog-
nises the given set S. Moreover, if we use a hash map for storing all representative
states in Register, the minimisation algorithm outlined above runs in linear time
with respect to the number of states in P. However, as we can see in Table 1, the
APTAs can be significantly larger than the corresponding Min-3DFAs. Hence,
it is vital to avoid the full construction of the APTA tree P of S. The key of the
on-the-fly construction is to identify when a state has been completely traversed
during construction.

To this end, we need to assume that the samples are already ordered in the
usual lexicographical order that we will also use to compare the words. That is,
the input samples will be first ordered as follows. For two words v and v/, we
first compare their prefixes of length min(|ul|, [v'|). Then, three cases may arise:
one of the two words has a smaller letter than the other at the same position,
then that word is smaller; otherwise the two prefixes coincide, and then if the
two words have the same same length, v and u’ are equal; otherwise one word
is longer than the other, then it is greater.

Assume that S = {u1,ug, - ,us} is ordered. In the process of the creation
of the states, we need to detect when a state cannot have further successors
and then it is ready to be merged with its representative state. Assume that
the current 3DFA is P; = (Q;, {¢}, d;, Fi, R;) and we now input the next sample
u;41. When ¢ = 0, Py is trivially minimal since Py has only a state ¢ without any
outgoing transition. For technical reasons, we let uy = ¢, which may not appear
in the sample set S (note that if there is an empty word ¢ in S, ¢ will be set to
accepting or rejecting accordingly).

Assume now that ¢ > 0. We read u;+; and run it on P;. The sample can
be seen as u;11 = x - y;+1 with the assumption that = € prefixes(u;+1) is the
longest word such that §;(¢,z) # 0. Let p = §;(¢, z). Then, all states along the
run of P; over x cannot be merged with their representatives, as P; requires
new states to run the suffix y;11. Note that z must be a prefix of u; too, i.e.
x € prefixes(u;). This follows from the fact that there must be a run of P; over
u;, which is the greatest sample in lexicographic order so far, and every word
that has a complete run in P; must not be greater than u;. In fact, if we assume
that  is not a prefix of u;, then z must be smaller than u;[0, |z|]. This leads to
the contradiction that u; is greater than u;y,. Hence, in this case £ must be the
empty string. Let u; = x - y; and p = po - - pjy,;| Where po = ¢ and pj,| = p. We
can show that all states p with k > |z| in the run of P; over u; can be merged
with their representative, as they cannot have more (future) reachable states.

If we instead assume that there is a state p; with j > |z| reached over a
future sample uj with A > ¢, then uy, is smaller than w;;1, which leads to the
contradiction that the samples are ordered from the smaller to the bigger. Thus,
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Algorithm 1. Incremental construction of the minimal 3DFA from S

procedure MAIN PROCEDURE(Sample Set U)
Register := ()
while U has next sample u do
x:= common_prefix(u)

p:=106(:,2) > the last state over the common prefix x
y:i=ullz| -] > the remaining suffix of u
if has_children(p) then
replace_or_register(p) > merge/register all states after p
end if
add _suffix(p, y) > create run to accept suffix y from p
end while
replace_or_register() > merge the run over the last sample

end procedure
procedure REPLACE_ OR_ REGISTER(p)

r := max__child(p) > obtain the successor over the maximal letter
if has_children(r) then > 7 has a successor

replace _or_ register(r) > recursively obtain the run over last sample
end if
if 3¢ € Q.(q € Register A ¢ =r) then

max_ child(p) := ¢ > merge with its representative
else

Register := Register U {r} > set the 1st state of each class as representative
end if

end procedure

we can identify the representatives for states pr and merge them in the usual
backward manner. It follows that all states except the ones in the run of w;41 in
the 3DFA P, are already consistent with respect to ~g; thus, there is no need
to modify them afterwards. After we have input all samples, we only need to
merge all states in the run over the last sample u, with their equivalent states.
This way, we are guaranteed to obtain the Min-3DFA M for S in the end.

The formal procedure of the above incremental construction of the Min-3DFA
from S is given in Algorithm 1. Note that, when looking for the run from p over
the last input sample, we only need to find the successors over the maximal letter
by the max_ child function. In this way, when we reach the last state r of the
run over the last sample (i.e., has_children(r) is false), we can begin to identify
equivalent states and replace the successor of p with their representative state ¢
in a backward manner or set the state r as the representative of its equivalent
class, as described in the subprocedure replace or register. Moreover, in the
function add _suffix(p, ), we just create the run from p over y and set the last
state to be accepting or rejecting depending on the label of u. In fact, we only
extend the the equivalence relation = in replace or_register [14] to support the
accepting, rejecting, and don’t-care states, as described before.

Figure 3 depicts all intermediate 3DFAs when running Algorithm 1 on the
ordered set S = {(000,+),(001,+), (10, —)}. Initially, the 3DFA only has the
initial state ¢« without outgoing transitions and Register is empty. The algorithm
first creates states to accept 000. After receiving sample 001, the algorithm runs
the common prefix 00 and merges r with its equivalent states. So, r is added
to Register. When the sample 10 is read, the common prefix with 001 is ¢,
then all states after ¢ in the run over 001 can be merged with their equivalent
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Input 000 Input 001

[ = [P0 = -]
Input 10 Hw addsufflx 2dd-suffix :(1)
0

replace or_ reglster

Fig. 3. An example run over S = {(000, +), (001, +), (10, —)}. Accepting, rejecting and
don’t-care states are denoted, respectively, by double circles, circles and squares. The
dashed rectangle depicts an equivalence class.

states in replace or register function. The merge will perform in a backward
manner, starting from the last state s until the state p. So, now that we know
that also s will not have more successors (because the samples are ordered) we
can consider it as complete and therefore merge with r. As a consequence, as
shown in Fig. 3, all incoming transitions of s are redirected to its representative
r and s is deleted. So, Register = {r,p, q}. After this step, add _suffix will create
the new states ¢t and v. Following Algorithm 1, we will eventually obtain the
last 3DFA in Fig. 3 as the final result. Note that the biggest intemediate 3DFA
constructed by Algorithm 1 is usually much smaller than the full APTA.

Theorem 1. Let S be a finite labelled set of ordered samples. Algorithm 1
returns the correct Min-8DFA recognising S.

The proof is basically an induction on the number of input samples and
merely extends the intuition described above; we thus omit it here.

DFA construction. The proposed construction of Min-3DFAs is more general
than the state-of-the-art incremental one [14] in which it is only checked whether
p and ¢ are both accepting or rejecting states when defining the equivalence
relation =. The other parts of the construction can be modified accordingly.

5 Finding Separating Min-DFAs Using SAT Solvers

This section explains how to extract the separating Min-DFAs from dDFAs*
built from the 3DFAs through our incremental construction in Sect.4.2. The
encoding approach is used in the Minimiser for both workflows in Figs. 1 and 2
and is agnostic to the SAT solver used. Since minimising DFAs with don’t-care
words is known to be NP-complete [30], it is unlikely to have polynomial-time
ezact algorithm for the second step unless P = NP.

We assume that we are given a d(DFA N = (7, A, R), where 7 = (Q, 1,9) is
the TS obtained from two DFAs Dt and D~. Recall that 7 is the TS for the
union of DT and D~. In particular, I contains the two initial states from DT
and D~. We look for a separating DFA D of n states for A/ such that, for each

4 3DFAs can be seen as a special type of dDFAs.
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w e X* if N(u) =8, then D(u) = $, where $ € {+,—}. Clearly the size of D
is bounded by the size of the TS, i.e. 0 < n < |Q), since we can obtain a DFA
from the dDFA by simply using DT (or the complement of D~). Nevertheless,
we aim at finding the minimal such integer n.

To do this, we encode our problem as a SAT problem such that there is
a separating complete DFA D with n states if, and only if, the SAT problem
is satisfiable. We apply the standard propositional encoding [26,27,34,36]. For
simplicity, we let {0,--- ,n—1} be the set of states of D, such that 0 is the initial
one. To encode the target DFA D, we use the following variables:

— the transition variable e; , ; denotes that i~ holds, i.e. e; o ; is true if, and
only if, there is a transition from state i to state j over a € X, and

— the acceptance variable f; denotes that i € F, i.e. f; is true if, and only if,
the state 7 is an accepting one.

Once the problem is satisfiable, from the values of the above variables, it
is easy to construct the DFA D. To that end, we need to tell the SAT solver
how the DFA should look like by giving the constraints encoded as clauses. For
instance, to make sure the resulting DFA is indeed deterministic and complete,
we need following constraints:

D1 Determinism:
For every state i and letter a € X' in D, we have that —e; 4 ;j V —e; o1 for all
0<j<k<n.

D2 Completeness: For every state i and letter a € ¥ in D, /-, _,, €i,4,; holds.

Moreover, to make sure the obtained DFA D is separating for A/, we also
need to perform the product of the target DFA D and N. In order to encode the
product, we use extra variables d, ;, which indicates that the state p of ' and
the state ¢ of D can both be reached on some word u. The constraints we need
to enforce that D is separating for N are formalised as below:

D3 Initial condition: d, o is true for all ¢ € I. (0 is the initial state of D.)
D4 Acceptance condition: for each state 7 of D,
D4.1 Accepting states: d, ; = f; holds for all p € A;
D4.2 Rejecting states: d, ; = —f; holds for all p € R;
D5 Transition relation: for a pair of states 4, in D,
dpi N€jq = dy; where p’ =d(p,a) for allp € Q and a € X.

Let (;ﬁﬁ/ be the conjunction of all these constraints. Then, Theorem 2 follows.

Theorem 2. Let N be a dDFA of S and n € N. Then ¢flv is satisfiable if, and
only if, there exists a complete DFA D,, with n states that is separating for N .

Let n be the minimal integer such that gf)ﬁ[ 1s satisfiable. Then D,, is a sepa-
rating Min-DFA for the sample set S.

The formula ¢ contains (n® - |X] +n? - |Q| - |X|) constraints.

When looking for separating DFAs, the SAT solver may need to inspect
multiple isomorphic DFAs that only differ in their state names for satisfiability.
If those isomorphic DFAs are not separating for N, then the SAT solver still
has to prove this for each DFA. To reduce the search space, DFAMiner uses the
technique in [34] to check only a representative DFA for all isomorphic DFAs.
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6 Applications

Apart from those mentioned in the introduction, in this section we describe two
new applications.

6.1 Active Learning of Separating Min-DFAs

Our tool can be applied to the active learning of minimal DFAs using only
equivalence queries (EQs). In fact, minimal DFAs cannot be exactly learned
using polynomial number of EQs in the size of the target Min-DFA [2].

While learning, we maintain a growing set of pairs S; = (S;", S;") to store the
positive and negative words. That is, for all the indexes i, 5" | 2 S}, S, 2 S;,
and S;+1 # S;. For each i > 0, DFAMiner finds a Min-DFA D; for S; and ask
an EQ that the teacher returns a yes if D; accepts all positive and rejects all
negative words in the target language L, or provides one (positive or negative)
counterexample (CEX) u otherwise. We can start with Sy = (), #) and propose a
DFA Dy accepting nothing, and then obtain S;;; from S; by adding the CEX
to either S or S; . If D;(u) = +, then u is a negative word since u is misclassified
by D; and should be added into S;, ;; otherwise, we add w into S;:l. (The other
set will remain the same.) Since D; is consistent with .S; but not with all S;
with j > ¢ > 0, all D; are smaller or equal in size to the target DFA D. For
some k > 0, Sy will uniquely characterise L, Dy, will accept L, where k can be
exponential in the number of states in Dy in the worst case.

6.2 Learning Separating Automata for Parity Games

A few years ago an algorithm to solve parity games in quasi-polynomial time [8]
has been proposed. It has then been shown that the underlying approach essen-
tially builds a separating automaton of quasi-polynomial size to distinguish runs
with only winning cycles (according to the parity condition) from the losing
ones [13]. Such a separating automaton distinguishes the two disjointed lan-
guages composed of the set of infinite words that correspond to paths on the
graph where the highest colour occurring is even (hence, winning), or odd (los-
ing). Where each colour occurs only once, a cycle occurs when a colour has
repeated at least twice. For instance, the word (001212)% contains only even
cycles including 00,121 and 212, while the word (1312331)“ contains only odd
cycles such as 131, 3123, and 33. Given a parity game G, and a separating
automaton S that accepts only even cycles and rejects odd cycles, solving the
parity game G can be reduced to solving the safety game G ® S [6]. Although the
product game is much bigger than G, safety games are easier to solve than parity
games. Moreover, the constructed separating automaton S is quasi-polynomial
in the number of colours, which gives an upper bound for solving parity games.

These separating safety automata work on infinite words, but we will employ
our tool to learn them by using finite-length samples. This is because as long
as the length of the finite sample words is long enough, the learned DFAs will
converge to the correct safety automata. The hardest case for the separation
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approach [6] occurs when the colours are unique (occur only once, hence, the
colour itself can be used as a node identifier, making detection of cycles easier).
We have implemented this case as follows: we fix an alphabet with c different
colours, a length ¢ > ¢, (to ensure that each word contains at least one cycle),
and c as highest colour. In the learned DFA, we must accept a word if all cycles
are winning (e.g. 001212) and reject it if all cycles are losing (e.g. 13123312).
Words with winning and losing cycles (e.g. 21232) are don’t-care words.

The resulting automata are always safety automata that reject all words that
have not seen a winning cycle after (at most) ¢ steps, as well as some words that
have seen both, winning and losing cycles (don’t-care word), or, alternatively,
reachability automata that accept all words that have not seen a losing cycle
after at most ¢ steps (again, except don’t-care ones). Thus, the size of the Min-
DFA falls when increasing the sample length ¢, and eventually stabilises. Using
such a separating automaton reduces solving the parity game to solving a safety
game [6].

Separating automata built with the current state-of-the-art construction [8]
grow quasi-polynomially, and since it is not known whether these construc-
tions are optimal, we applied DFAMiner to learn the most succinct separating
automata for the parity condition.

) Table 2 ShO_WS the applica- maple 2. Samples required to learn the minimal sep-
tion of DFAMiner to the par- arating automata for solving parity games.

ity condition up to 7 colours [ Colours [[2] 3 4 5 6

(from 0 to 6). For each max- [DFA Size|[3[ 3 | 5 5 9

imal colour we report the [ Tength 51 7 11 15

length required to build the [™pog 130(1,645(9,375,269] 4,399,883,736
minimal separating automa- | Neg 31 (5,235/1,009,941|38,871,920,470

Ol W| W W

ton, the size of the obtained
DFA, and the number of all
positive and negative samples generated. Although most words have both win-
ing and losing cycles (don’t-care words), the positive and negative samples grow
exponentially, too, which is why we stopped at 7 colours.

While the APTA size constructed by DFA-Inductor grows exponentially, the
sizes of dDFAs and 3DFAs seem to grow only constantly when increasing the
length of the samples for a fixed colour number. Consequently, all versions
of DFA-Inductor were only able to solve cases with at most 4 colours, while
DFAMiner can manage to solve cases up to 6 colours and length 16. To further
push the limit of DFAMiner for parity game solving, we have also provided an effi-
cient SAT encoding for parity games. These supplementary data are provided
in [16]. With the constructions for both 3DFAs and dDFAs and the efficient
encoding, the bottleneck of the whole procedure is no longer solving the Min-
DFA inference problem, but the generation of samples. With a better sample
generation approach, we believe that this application can give insights on the
structure of minimal safety automata for an arbitrary number of colours.
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7 Evaluation

To further demonstrate the improvements of DFAMiner® over the state of the
art, we conducted comprehensive experiments on standard benchmarks [34,36].
We compared with DFA-Inductor [36] and DFA-Identify® [24], the state of the art
tools publicly available for passive learning tasks. Unlike DFAMiner and DFA-
Inductor, DFA-Identify uses a SAT encoding of graph coloring problems [20] and
the representative DFAs in the second step [34]. Like DFA-Inductor, DFAMiner is
also implemented in Python with PySAT [22]. We delegate all SAT queries to
the SAT solver CaDiCal 1.5.3 [4] in all tools.

DFAMiner accepts samples formalised in the Abbadingo” format.

The experiments
were carried on an

Intel i7-4790 3.60 GHz

Table 3. Comparison for the minimisation of DFAs from
random samples of DFAMiner with DFA inductor.

DFA-Inductor DFA-Identify dDFA-MIN 3DFA-MIN

processor. In Table3, = avg % avg % avg %] avg %
each index N reports 377079 100 | 0.09 100 | 0.03 100 0.02 100
the results of 100 5| g29 100 | 1.38 100| 0.06 100/ 0.05 100
benchmark instances 6| 0.67 100 | 2.33 100| 0.30 100/ 0.18 100
of random samples. 7| 1.81 100 | 4.12 100| 0.80 100/ 0.73 100
Each benchmark has 8| 357 100 | 9.70 100| 1.29 100/ 1.25 100
50 x N samples. For 9| 10.84 100 | 20.76 100 | 3.83 100/ 3.78 100
every index, we show 10| 50.91 100 | 44.57 100 | 17.88 100| 16.80 100
the average time and 11| 154.73 100 | 128.69 100 | 55.12 100| 59.46 100
the percentage of instancé2| 399.52 96 |373.65 99 |144.27 100| 162.39 100
solved within 1,200s. 13/ 850.04 74 |785.93 82 |390.10 99|418.62 97
The alphabet for the 14/1125.59 19 [1099.92 23 |809.88 76 |861.10 69
samples has two sym-  15/1182.98 6 [1197.61 1 [1060.18 37 |1062.02 34
bols while the size 16/1188.17 1 [1184.82 3 |1167.58 4 |1164.02 5

of the generated DFA

is N. We compare

four approaches to inferring Min-DFAs: DFA-Inductor, DFA-Identify, and
DFAMiner with both 3DFA (3DFA-MIN) and dDFA (dDFA-MIN). Both dDFA-
MIN and 3DFA-MIN perform better than DFA-Inductor and DFA-Identify, on
average they are three times faster. DFA-Inductor can minimise within 20 min
instances up to level 13, while the two variants of DFAMiner can scale one more
level and minimise one third of the instances of level 15. On these random sam-
ples the dDFA approach is slightly faster than the 3DFA one.

® https://github.com /liyong31/DFAMiner.
5 https://github.com/mvcisback/dfa-identify.
" https://abbadingo.cs.nuim.ie/.
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Fig. 4. Scatter plot on automata size Fig. 5. Scatter plot on runtime (secs)

Figures4 and 5 report the comparison on the size of the APTA/dDFA (on
the left) and minimisation time (on the right) for the previous benchmark. In
these two figures, instead of the mean values, we show the individual data for
each sample. Both DFA-Inductor and DFA-Identify build the same APTA (they
differ for the encoding step), and as shown in Fig. 4, its size is three times larger
than the dDFA built by DFAMiner, no matter how big the final DFA is. Figure 5,
instead, shows that, when using a dDFA, DFAMiner always performs better than
DFA-Inductor, on average three times faster with peaks of more than four times
faster. The comparison between dDFA and DFA-Identify is similar.

The experimental results have confirmed that our construction of sample rep-
resentations significantly advances the state-of-the-art, making it a valuable con-
tribution to the Min-DFA inference problem. We note that DFA-Inductor 2 [36]
is faster than DFA-Inductor due to a better encoding of the representative DFAs.
Nonetheless, DFAMiner still performs significantly better than DFA-Inductor 2
regarding the overall number of solved cases and running time. For a fair com-
parison, we choose DFA-Inductor as the baseline, as DFAMiner only differs from it
in the construction of APTAs. Additional comparisons on runtime and automata
size with DFA-Inductor 2 can be found in [16].

8 Discussion and Future Work

We propose a novel and more efficient way to build APTAs for the Min-DFA
inference problem. Our contribution focuses on a compact representation of the
the positive and negative samples and, therefore, provides the leeway to benefit
from further enhancements in solving the encoded SAT problem.

Natural future extensions of our approach include implementing the tight
encoding of symmetry breaking [36]. Another easy extension of our construction
is to learn a set of decomposed DFAs [24], thus improving the overall performance
as well. A more complex future work is to investigate whether or not one can
similarly construct a deterministic Biichi automaton based on w-regular sets of
accepting, rejecting, and don’t-care words that provides a minimality guarantee
for a given set of labelled samples.
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Abstract. Hyperproperties relate multiple executions of a system and
are commonly used to specify security and information-flow policies.
While many verification approaches for hyperproperties exist, provid-
ing a convincing certificate that the system satisfies a given property is
still a major challenge. In this paper, we propose strategies as a suit-
able form of certificate for hyperproperties specified in a fragment of the
temporal logic HyperLTL. Concretely, we interpret the verification of a
HyperLTL property as a game between universal and existential quantifi-
cation, allowing us to leverage strategies for the existential quantifiers as
certificates. We present HyGaViz, a browser-based visualization tool that
lets users interactively explore an (automatically synthesized) witness
strategy by taking control over universally quantified executions.

1 Introduction

Hyperproperties [17] relate multiple execution traces of a system and occur
frequently when reasoning about information flow [35,38], robustness [12,15],
independence [3], knowledge [10,14], and causality [19,25]. A popular logic for
specifying temporal hyperproperties is HyperLTL [16], an extension of LTL with
explicit quantification over execution traces. For example, we can use HyperLTL
to express a simple non-interference property as follows:

Vﬂ—l‘Hﬂ—Q'D(lﬂ'l A Z7T2) A D(Oﬂ'l A 071'2) /\D(ﬁhﬂz) (QONI)

Informally, this property — called non-inference [33] — requires that any possible
observation made via the low-security input (modeled via atomic proposition
1) and output (o) is compatible with a fixed “dummy” sequence of high-security
inputs (h) [33]. Concretely, ¢y states that for any execution 7, some execution
o combines the low-security observations of 71 with fixed dummy values for h;
here, we require that h is constantly set to false, i.e., O(—hnr,) (cf. [23]).

Verification and Certificates. In recent years, many verification techniques for
temporal hyperproperties (expressed, e.g., in HyperLTL) have been developed
[2,8,9,16,24,30,35]. However, while checking if a given system satisfies a Hyper-
LTL property is important, an often equally critical aspect is to convince the user
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of this satisfaction using explainable certificates. For trace properties — specified,
e.g., in LTL — user-understandable certificates for positive and negative veri-
fication results have been explored extensively [4,5,13,27,28,32]. Likewise, for
alternation-free HyperLTL formulas (i.e., formulas that use a single type of quan-
tifier), known techniques for LTL apply [29]. In contrast, generating explainable
certificates for the satisfaction of alternating properties like ¢y, is more com-
plex. For example, ¢ states that for any trace 71, there exists some matching
execution mo. A certificate must thus implicitly define a mapping that, given a
concrete choice for 7y, produces a witness trace mo. Defining and understanding
such a mapping can be complex, even for simple systems with few states.

Strategies as Certificates. In this paper, we propose strategies as certificates for
the satisfaction of V*3* HyperLTL formulas (i.e., formulas where an arbitrary
number of universal quantifiers is followed by an arbitrary number of existential
quantifiers; e.g., ¢on7). To accomplish this, we take a game-based verification
perspective [6,20]. The key idea is to interpret the verification of a Vrm;.3my. 4
formula (where % is the LTL body) as a game between universal and existential
quantification. The V-player controls the universally quantified trace by mov-
ing through the system (thereby producing a trace m), and the 3-player reacts
with moves in a separate copy of the system (thereby producing a trace ms).
Any strategy for the 3-player that ensures that 7w and mo, together, satisfy v,
implies that the formula is satisfied on the given system. We can think of a win-
ning strategy as a step-wise Skolem function that, for every trace 7, iteratively
constructs a witnessing trace .

Visualizing Strategies. In this paper, we introduce HyGaViz, a verification and
visualization tool for strategies in the context of HyperLTL verification. In
HyGaViz, the user can input (possibly identical) finite-state transition systems
and a HyperLTL formula ¢. HyGaViz then automatically attempts to synthe-
size a strategy that witnesses the satisfaction of . If a strategy exists, HyGaViz
displays it to the user. Our key insight is that we can let the user explore the
strategy interactively by taking control of universally quantified traces. That is,
instead of displaying the strategy in its entirety (e.g., as a table or decision dia-
gram), we let the user play a game. In each step of the game, the user decides
on a successor state for each universally quantified system (i.e., the user takes
the role of the V-player), and HyGaViz automatically updates the states of all
existentially quantified systems (i.e., HyGaViz plays the role of the 3-player).

Example 1. We consider a simple verification instance in Fig.1. On HyGaViz’s
initial page (Fig.1a), we create two (in this case, equal) transition systems
(labeled A, B) over atomic propositions (APs) o and h, depicted in the top
right. In each system, each state is identified by a natural number and lists all
APs that hold in the given state. From initial state 0, the system can branch on
AP h (states 1 and 2), but, in either case, AP o is set in the next step (states
3 and 4). We want to verify ¢yy, which — due to the absence of low-security
input [ — simplifies to VA.3B.0(0o4 < op) AO(—hpg). Note how, in HyGaViz, the
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Fig. 1. Screenshots of HyGaViz. (Color figure online)

quantifier prefix is determined implicitly by the order and quantifier type of the
systems, and the LTL body is displayed on the bottom left. The user can change
the systems, the quantification type, the name, and the order of the systems
using the buttons above each system. Upon entering the LTL formula, HyGaViz
automatically displays a deterministic automaton for the property (top left).
After clicking the Verify button (top right), the user is directed to the strategy
simulation page (depicted in Fig. 1b). During the simulation, HyGaViz displays
the current state of the automaton and the system state for A and B (in green)
and lets the user control the state of (the universally quantified) system A. By
hovering over the successor state of system A, HyGaViz highlights the next state
for system B (in yellow). In this instance, systems A and B are both in state 0.
When the user moves system A to state 1, HyGaViz reacts by moving system B
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to state 2 (as it has to ensure [(J(—hp)). By clicking on a successor state for A,
the user locks the choice, and the game progresses to the next round. A

Related Work. HyperVis [29] is a tool for the visualization of counterexam-
ple traces for alternation-free V* formulas. Notably, a counterexample to a V¥
property is a concrete list of k traces, so visualization is possible by highlight-
ing the relevant parts of the traces, potentially using causality-based techniques
[18]. Our visualization for properties involving quantifier alternations is rooted
in the game-based verification approach for HyperLTL [6,20], which becomes
complete when adding prophecies [6] (see Sect.2.2). To the best of our knowl-
edge, we are the first to propose a principled approach to generate and visualize
user-understandable certificates for alternating hyperproperties.

2 HyperLTL, Game-Based Verification, and Prophecies

We fix a finite set of atomic propositions AP. A transition system (TS) is a tuple
T = (S, Sinit, K, L), where S is a finite set of states, s;n;+ € S is an initial state,
kS — (29\ {0}) is a transition function, and L : S — 24F is a state labeling.
HyperLTL formulas are generate by the following grammar

Yi=ar [ VAP | |OY | pUY pi=Vm|Imp|y

where a € AP is an atomic proposition, and 7 is a trace variable. In a HyperLTL
formula, we can quantify over traces in a system (bound to some trace variable),
and then evaluate an LTL formula on the resulting traces. In the LTL body,
formula a, expresses that AP a should hold in the current step on the trace
bound to trace variable 7. See [23] for details.

2.1 Game-Based Verification

HyGaViz’s verification certificates are rooted in a game-based verification method
[6]. Given a V*3* HyperLTL formula Vry ... V. Imgiq - . . ITgyp. ¢, we view ver-
ification as a game between the V-player (controlling traces 7y, ..., 7) and the
I-player (controlling traces mgy1 ..., Tg+i). Each state of the game has the form
(S1y- -+, Sk+1,q), Where s1,..., s, € S are system states (representing the cur-
rent state of my,..., 74, respectively), and ¢ is the state of a deterministic
parity automaton (DPA) that tracks the acceptance of the LTL body . When
the game is in state (s1,...,Sk+1,q), the V-player first fixes successor states
sh,..., s, for m,...,m; (such that s, € k(s;) for all 1 < ¢ < k); the 3-player
responds by selecting successor states séﬁ_l, ceey séﬁl for mg41, ..., Tkys; and the
game repeats from state (sq,...,s,,;,¢") (where ¢’ is the updated DPA state).
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Fig. 2. Screenshots of HyGaViz when using prophecies.

Visualizing Game-Based Verification. In HyGaViz, the user can create a ver-
ification scenario by manually creating finite-state transition systems and a
HyperLTL formula; see Fig. 1a. Note how the quantification prefix is determined
implicitly by the order of the systems. In particular, the traces are resolved on
individual (potentially different) transition systems. During simulation (cf. the
example in Fig. 1b), we visualize a game state (si,...,Sg+s,q) by marking the
current state of each system — separated into user-controlled (universally quan-
tified) systems (top right) and strategy-controlled (existentially quantified) ones
(bottom right) — and display the current state of the DPA (top left). The user
takes the role of the V-player and, in each step, determines successor states for all
universally quantified systems. Once successor states for all universally quantified
systems are confirmed, HyGaViz automatically updates existentially quantified
systems (and the DPA state) based on the internally computed strategy, and the
game continues to the next stage. Moreover, HyGaViz highlights the next states
when the user hovers over possible successor states for the universally quantified
systems (once successor states for all but one universally quantified system are
confirmed). Using the information tab in the bottom left, the user can jump to



72 R. Beutner et al.

previous game states and explore the reaction of the strategy to different choices
for the universally quantified systems.

2.2 Prophecies

In our game, the 3-player only observes a finite prefix of the traces produced by
the V-player (or, equivalently, the user of HyGaViz) and is thus missing informa-
tion about the future. We can counteract this by using prophecies [1], which are
LTL formulas over trace variables 71, ..., 7 [6]. Given an LTL prophecy formula
0, the V-player (i.e., the user) has to, in each step, decide if its future behavior
(on my,...,m) satisfies 6. If the V-player decides that 6 holds (resp. does not
hold), the 3-player can play under the assumption that the future behavior of
the V-player satisfies (resp. violates) 6. See [6] for details.

Ezxample 2. We illustrate prophecies with the example in Fig. 2. The two systems
A and B in Fig. 2a generate all traces over AP a, and the HyperLTL formula
VA.3B.OO(ap < Oax) requires that trace B predicts the future behavior of
A. Without prophecies, the 3-player loses: No matter what successor state the
J-player picks, the V-player can, in the next step, violate the prediction of the
J-player. HyGaViz communicates the absence of a winning strategy if the user
pushes the Verify button. Instead, the user can add the LTL prophecy Oaa
(cf. Fig. 2a). During simulation, the user (who takes the role of the V-player) has
to, in each step, fix a successor state for system A and determine if prophecy
Oay holds. We depict an excerpt of the simulation page in Fig. 2b. As expected,
the strategy for the 3-player (computed automatically by HyGaViz) can use the
prophecy to win: For example, if the user states that Oa4 holds (so the 3-player
can assume that a hold in the next step in A), HyGaViz moves system B to
state 1. If the user violates a previous prophecy decision — e.g., by stating that
prophecy O a4 holds but, in the next step, moving system A to state 0 where AP
a does not hold — HyGaViz detects this violation and forces the user to restart
from an earlier state of the game (Fig. 2c). A

3 HyGaViz: Tool Overview

HyGaViz consists of a backend verification engine written in F#. The backend
uses spot [22] to translate LTL formulas to DPAs and oink [21] to synthesize
a strategy for the 3-player. We use a stateless Node. js [37| backend that com-
municates with the verification engine via JSON. HyGaViz’s frontend is written
in JavaScript and uses Cytoscape.js [26] to render transition systems and
automata.

4 Conclusion

We have proposed the first method to generate and visualize certificates for
the satisfaction of V*3* HyperLTL formulas. Our tool, HyGaViz, allows users
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to interactively explore the complex dependencies between multiple traces by
challenging a strategy for existentially quantified traces. Ultimately, HyGaViz is a
first step to foster trust in (and understanding of) verification results for complex
alternating hyperproperties, as is needed to, e.g., certify information-flow policies
like ppnr. For now, HyGaViz can handle (small) finite state systems, which we
visualize as directed graphs. The underlying strategy-centered approach also
applies to larger (potentially infinite-state) systems represented symbolically [7].
In future work, one could extend HyGaViz to such systems by exploring different
visualization approaches for larger systems (31,34, 36].
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Abstract. Tools that manipulate OCaml code can sometimes fail even
on correct programs. Identifying and understanding the cause of the
error usually involves manually reducing the size of the program, so as
to obtain a shorter program causing the same error—a long, sometimes
complex and rarely interesting task. Our work consists in automating
this task using a minimiser, or delta-debugger. To do so, we propose a
list of unitary heuristics, i.e. small-scale reductions, applied through a
dichotomy-based state-of-the-art algorithm. These proposals are imple-
mented in the free Chamelon tool. Although designed to assist the devel-
opment of an OCaml compiler, Chamelon can be adapted to all kinds of
projects that manipulate OCaml code. It can analyse multifile projects
and efficiently minimise real-world programs, reducing their size by one
to several orders of magnitude. It is currently used to assist the industrial
development of the flambda2 optimising compiler.

1 Introduction

Program errors sometimes occur oten large inputs, of hundreds or even thousands
of lines. Identifying and isolating the error is often a long and tedious task, which
generally involves manually minimising the size of the input as much as possible.
The aim of a minimiser is to automate this work.

Sometimes called delta-debugging, this idea was developed in 1999 by
Andreas Zeller [11] in order to isolate the cause of a program error by iteratively
applying simplifications. It is defined as a methodology reducing a problem while
preserving a certain property—here, the error. The tool thus does not eliminate
the error, but on the contrary points to it.

This method is already used for languages such as C, with C-reduce [1],
SMT-lib [6], or via implementations of Zeller’s original work [11]. Nonetheless,
the problem remains well studied. Zeller worked with Hildebrandt [10] to identify
the inputs and interactions that cause programs’ failure, using Mozilla browser
user inputs as case study, and then demonstrated with Cleve [3] that delta-
debugging works just as well for identifying errors due to the code itself as
to its parameters. Seeing any debugging tasks as special cases of minimisation
problems, he uses this method with Choi [2] for thread scheduling failures, and

© The Author(s) 2025
A. Platzer et al. (Eds.): FM 2024, LNCS 14934, pp. 76-83, 2025.
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with Cleve [4] to identify which variables and at which execution step the error
occurs. Finally, Leitner et al. combine this approach with slicing to reduce the
size of failure cases in random test generation. Some also improved the state of
the art with machine learning [5], probabilistic algorithms [9], etc.

In OCaml, however, the existing debugging tools are limited to type errors [7].
This project therefore proposes the first general-purpose minimiser for OCaml
code, Chamelon. Although initially designed to assist an OCaml compiler devel-
opment in the industry, such a tool may prove useful for other projects using or
manipulating OCaml code. This work makes the following contributions:

e a list of OCaml-specific minimisation heuristics;

e combined with a state-of-the-art technique to perform dichotomy-based min-
imisations;

e an OCaml implementation supporting multi-file projects and runtime errors
available as open-source software;

e with a modular design to support the development of various kinds of OCaml
projects.

Outline. Sect. 2 presents the tool usage. Section 3 explains the unitary heuristics
proposed to minimise the program, while Sect. 4 explains how they are combined.
Section 5 shows extensions of this work.

2 Tool Usage

2.1 Development Context

The tool Chamelon is a delta-debugger for OCaml programs, available as open-
source software on GitHub!. Earlier results on Chamelon were presented in
French [8]. It was originally designed to support the development of the flambda2
optimising compiler?, developed by OCamlPro and used in particular by Jane
Street. Indeed, when flambda2 failed on programs correct according to the stan-
dard compiler, identifying the error cause in flambda2 was not always easy.
However, Chamelon is built in a modular way, reducing a program size while
ensuring an user-given condition, and can be used in various context.

2.2 Usage

chamelon input -c command -e error

To use chamelon, all we need to do is giving it an input file, a command
to execute and an error, that is, the string we want to find in the command’s
standard output. chamelon then prints a log of applied transformations in the
standard output, and when done, the output is a minimised version of the input,

! https://github.com/Ekdohibs/chamelon.
2 https://github.com/ocaml-flambda/flambda-backend.
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such that the command output still contains the error. To minimise a set of files,
we only need to provide the command with several inputs. This way, Chamelon
can be used in different settings.

A simple real-world use case is available online®. By following instructions in
README-CHAMELON.md, we can make Chamelon reduce the size of an input file
trigerring a Fatal_error in flambda2, to help understand the origin of the error.

2.3 Experimental Results

The tool is currently used daily at OCamlPro to help lambda2 development for
almost a year. It gave results on real cases of failure, significantly reducing the
output program size. Among the experimental results, it was able to minimise a
650-lines program? that failed to compile into a program of just 6 lines causing
the same error, identifying a problem in the optimisation of pattern matching®:

let offset “byte_order byte_n =

match byte_order with | “Little_endian -> O | “Big_endian -> byte_n
let pack_unsigned_16 “byte_order =

__ignore__ ((offset ) “byte_order 0);

__ignore__ ((__dummy__ ()) ((offset ) “byte_order 1));

__dummy__ ()

o o A W N R

We also tested the minimiser on larger programs. For example, given a 3842-
lines program on which the compiler was failing, the minimiser reduced it to 22
lines, in around thirty minutes on an average laptop. Often, the output can still
be minimised by hand. However, the tool automates a large part of the work.
Finally, in a multi-file framework, the minimiser is also able to merge or delete
files, resulting in a minimised copy of the project that triggered the error.

Note that reducing the size of the program is not the only interesting action
of the minimiser. Indeed, when a simplification is not done, it means that it
removed the error, which can therefore be exploited. We not only benefit from
the size-reducing, but also from the minimality of the program with regard to
the heuristics.

3 Heuristics

The concept of the approach is to compose and combine different unitary heuris-
tics, applying each of them as much as possible before trying the next. We present
here the different heuristics implemented to minimise an OCaml program. It
should be noted that, having initially targeted compilation problems, our app-
roach aims much more at identifying errors caused by a certain code structure
than by a certain semantics or execution: this therefore guides our choice of
heuristics.

3 https://github.com/Ekdohibs/flambda-backend /tree/chamelon-demo.
https://github.com/janestreet/core_kernel /blob/master/binary_packing/src/binary_packing.ml.
5 fixed by https://github.com/ocaml-flambda/flambda-backend /pull /1073.


https://github.com/Ekdohibs/flambda-backend/tree/chamelon-demo
https://github.com/janestreet/core_kernel/blob/master/binary_packing/src/binary_packing.ml
https://github.com/ocaml-flambda/flambda-backend/pull/1073

Chamelon : A Delta-Debugger for Ocaml 79

3.1 Suppress Definitions

Delete definitions starting from the end. The first simple heuristics consists
in deleting all definitions—of variables, types, modules, etc.—starting from
the end. It aims at removing the code located after error’s cause, on which
the error does not depend.

Replace expressions by dummy values. When definitions cannot simply
be removed, we try to replace them with the simplest possible values. The
challenge is then to determine which trivial value we want to replace our
expression with while respecting type constraint. For ground types, we simply
replace expressions of type int by 0, those of type float by 0.0, those of type
char by ’0’, those of type string by "" and those of type unit by (). For
the other types, we used:

external __dummy__ : unit -> 'a = "opaque"

Here, __dummy__ () is of type ’a, and can therefore replace an expression of
any type. It is based on the external primitive opaque: when compiled, it is
considered as a function returning an arbitrary value—here, a function of type
unit -> ’a because of the annotation. However, at runtime, it behaves like
the identity function: for this reason, the value of __dummy__() is (), causing
a type error. When targetting compilation failures, this is not a limitation.
However, to generalize the tool’s use cases, this problem will be adressed in
Sect. 5.

3.2 Simplify Abstract Data Types

Suppress constructors from ADTs. A first heuristic consists in deleting a
constructor Cons from an algebraic data type. This involves propagating this
deletion of in the code: expressions Cons(ey, ..., e,) are replaced by __dummy__
(), and patterns using Cons are simply removed.

Delete fields from record types or constructors. When deleting an entire
constructor is not possible, we instead delete its fields. After deleting its ith
field’s definition, we go through the code to delete the ith field in Cons(el, ..
,en) expressions, and the ith sub-pattern in each Cons(p1, ..,pn) pattern—
replacing variables bound by pi with __dummy__ ().

3.3 Simplify Code

Modify attributes. We remove attributes of functions, modules, etc. from
the program to make it less verbose. However, local [never|always] and
inline [never|always] to functions can also provide valuable information
about the origin of the failure, forcing the compiler’s inlining strategies.

Inline functions. Inlining a function, i.e. replacing it with its definition at call
site, can lead to additional simplifications.
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Flatten modules. Flattening modules means removing variables defini-
tions from module Name = struct ... end block. To avoid name conflicts
between variables from the module and variables defined in the program, we
chose to precede the name of the variable by the name of the origin module
: this change is then propagated throughout the program.

3.4 Remove Simplification Artifacts

Situations that would not or only rarely appear in real user code may appear
after applying the above heuristics:

Remove dead code. For each variable, module and type, we go, and when not
used, we simply delete their definition.

Simplify pattern matching. When the match contains a unique one-variable
pattern, we replace match el with x -> e2 by e2 in which x has been tex-
tually substituted by el.

Sequentialize function calls. After simplifications, we may obtain a function
application of the form (__dummy__ ()) el ... en. We sequentialise its by
evaluating each argument separately, to get non-nested expressions. We use
the primitive external __ignore__ : 'a -> unit = "Yignore" . We then
transform (__dummy__ ()) el ... en into:

__ignore__ el ; ... ; __ignore__ en ; _dummy__ ()

Simplify rec and unused arguments. After replacing expressions and defi-
nitions by dummmy, arguments of a function may no longer be used. We then
delete them and propagate their deletion to all of the function’s call sites.
When the ith argument of the function f is deleted, all occurrences of f are
replaced by (fun x1 ... xn -> f x1 ... xi-1 xi+1 ... xn). Similarly,
when the function is no longer recursive, we remove the keyword rec.

Simplify sequences. Expressions of the form (); e are replaced by e.

4 The Iteration

A unitary heuristic can possibly be applied at different points in a program: when
trying to delete a constructor from an ADT, many constructors are possible
candidates. We call "n-th program point” the n-th position, while reading the
program’s AST, where it can be performed. When trying to apply it at a program
point—e.g. deleting one of those constructors, there are three possible cases:

— This simplification does not remove the error: the program has been reduced!
— This simplification removes the error: we do not want to apply it.
— The index of the point is greater than that of the last modifiable point.

We iterate this way: we take as input the program, a heuristic, and a position.
We then attempt to apply the heuristics at this position. If minimisation is
possible, we iterate over the new program without incrementing the position,
since after simplifying the nth point, the next modifiable point is the new nth.
If minimisation is not possible, the next position is examined. Finally, if the
position is too large, the whole program was examined, so we return.
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Dichotomic Optimisation. In Chamelon, this loop is otpimized by dichotomy,
as initially suggested by Keller [11], by no longer trying to minimise locations
one by one, but rather a set of locations of length 2™. This method improves
efficiency by a factor of 10 on real programs of a few thousand lines.

Heuristics Order. The application order of the different heuristics was deter-
mined experimentally, on a small sample of tests, mainly by finishing with the
heuristics removing the simplification artefacts. For more robust and efficient
scheduling, further research and testing could prove useful.

5 Extensions

Multifiles. In real use cases, a project is made of multiple interdependant files.
We have therefore adapted Chamelon to work on such projects:

e First, we try deleting as many files as possible, in the order of dependencies;
e Then, we try merging as much files as possible;
e Finally, each remaining file is minimised with previous methods.

Note that every object modification must be propagated to all dependencies.
For example, if an argument of a function £ is deleted, it must be deleted at each
f call sites, in each of the program’s dependencies. To use Chamelon in multifile
mode, we need to provide it with the list of files to minimise, in dependencies
order—which can be given by ocamldep tool.

Runtime. The work presented so far focused on compile-time errors. However,
errors may also occur at runtime. To handle this, we replaced the __dummy__
values, causing runtime errors, using an algorithm which, given an input type,
generates an expression of the same type, as concise as possible.

Compatibility. The implementation uses OCaml compiler libraries to manipulate
abstract syntax trees. A compatibility library is implemented, so that changing
of compiler version only requires some information about the new AST.

Adding Heuristics. Implementing a new heuristics is low-cost: we only need to
write the transformation through existing mappers function for OCaml AST.

6 Conclusion

In the future, an interesting extension would be to make the Chamelon minimiser
compatible with dune—the OCaml build system. Finally, through its use in
real-world examples, we aim at improving existing heuristics and finding new
ones, so as to make it more robust, more efficient and faster. In the end, this
work combines various minimisation heuristics with a state-of-the-art iteration
technique and a modular design, offering the first delta-debugger for and in
OCaml, available for its community!

Artifact. The artifact associated to this paper and demonstrating the use of Chamelon
on different programs is available at https://doi.org/10.5281/zenodo.12520654.


https://doi.org/10.5281/zenodo.12520654

82 M. Valnet et al.

References

1. C-reduce project. https://github.com/csmith-project/creduce

2. Choi, J.D., Zeller, A.: Isolating failure-inducing thread schedules. In: Proceedings
of the 2002 ACM SIGSOFT International Symposium on Software Testing and
Analysis, pp. 210-220 (2002)

3. Cleve, H., Zeller, A.: Finding failure causes through automated testing. In: Ducassé,
M. (ed.) Proceedings of the Fourth International Workshop on Automated Debug-
ging, AADEBUG 2000, Munich, Germany, 28—-30 August 2000 (2000). https://arxiv.
org/abs/cs/0012009

4. Cleve, H., Zeller, A.: Locating causes of program failures. In: Proceedings of the
27th International Conference on Software Engineering, pp. 342-351 (2005)

5. Heo, K., Lee, W., Pashakhanloo, P., Naik, M.: Effective program debloating via
reinforcement learning. In: Proceedings of the 2018 ACM SIGSAC Conference on
Computer and Communications Security, CCS 2018, pp. 380-394. Association for
Computing Machinery, New York (2018). https://doi.org/10.1145/3243734.3243838

6. Kremer, G., Niemetz, A., Preiner, M.: ddSMT 2.0: better delta debugging for the
SMT-LIBv2 Language and friends. In: Silva, A., Leino, K.R.M. (eds.) CAV 2021.
LNCS, vol. 12760, pp. 231-242. Springer, Cham (2021). https://doi.org/10.1007/
978-3-030-81688-9_11

7. Sharrad, J., Chitil, O.: Refining the delta debugging of type errors. In: Proceed-
ings of the 33rd Symposium on Implementation and Application of Functional
Languages, IFL 2021, pp. 10-19. Association for Computing Machinery, New York
(2022). https://doi.org/10.1145/3544885.3544888

8. Valnet, M., Courant, N., Bury, G., Chambart, P., Laviron, V.: Chamelon: un min-
imiseur pour et en ocaml. In: 35es Journées Francophones des Langages Applicatifs
(JFLA 2024) (2024)

9. Wang, G., Shen, R., Chen, J., Xiong, Y., Zhang, L.: Probabilistic delta debug-
ging. In: Proceedings of the 29th ACM Joint Meeting on European Software Engi-
neering Conference and Symposium on the Foundations of Software Engineering,
ESEC/FSE 2021, pp. 881-892. Association for Computing Machinery, New York
(2021). https://doi.org/10.1145/3468264.3468625

10. Zeller, A., Hildebrandt, R.: Simplifying and isolating failure-inducing input. IEEE
Trans. Softw. Eng. 28(2), 183-200 (2002). https://doi.org/10.1109/32.988498

11. Zeller, A.: Yesterday, my program worked. today, it does not. why? SIGSOFT
Softw. Eng. Notes 24(6), 253-267 (1999). https://doi.org/10.1145/318774.318946


https://github.com/csmith-project/creduce
https://arxiv.org/abs/cs/0012009
https://arxiv.org/abs/cs/0012009
https://doi.org/10.1145/3243734.3243838
https://doi.org/10.1007/978-3-030-81688-9_11
https://doi.org/10.1007/978-3-030-81688-9_11
https://doi.org/10.1145/3544885.3544888
https://doi.org/10.1145/3468264.3468625
https://doi.org/10.1109/32.988498
https://doi.org/10.1145/318774.318946

Chamelon : A Delta-Debugger for Ocaml 83

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
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Abstract. We present MoCheQoS, a bounded model checker to stat-
ically analyse Quality of Service (QoS) properties of message-passing
systems. We consider QoS properties on measurable application-level
attributes as well as resource consumption metrics, for example, those
relating monetary cost to memory usage. The applicability of MoCheQoS
is evaluated through case studies and experiments. A first case study is
based on the AWS cloud while a second one analyses a communicating
system automatically extracted from code. Additionally, we consider syn-
thetically generated experiments to assess the scalability of MoCheQoS.
These experiments showed that our model can faithfully capture and
effectively analyse QoS properties in industrial-strength scenarios.

1 Introduction

Monolithic applications are steadily giving way to distributed cooperating
components implemented as services. This transition was accelerated by the
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software-as-a-service motto triggered in the 215% century by the service-oriented
computing (SOC) paradigm, later evolved in e.g., cloud, fog, or edge computing.
These paradigms envisage software systems as applications running over globally
available computational and networking infrastructures to procure services that
can be composed on the fly so that, collectively, they can fulfil given goals [1].

Key to this trend are Service Level Agreements (SLAs) that express the terms
and conditions under which services interact. An essential element covered by
SLAs are the quantitative constraints specifying non-functional behaviour of ser-
vices. For example, the current SLA and pricing scheme for the AWS Lambda
service [2,3] declare constraints on quantifiable attributes. To the best of our
knowledge, the standard practice is to informally specify the SLA of each service
provided and then use run-time verification (like monitoring) to check quantita-
tive non-functional properties. This approach makes it difficult to check system-
level properties because SLAs (besides being informal) do not specify conditions
on the composition of services.

Since their introduction in [4], choreographies stood out for a neat separation
of concerns: choreographic models abstract away local computations focusing on
the communications among participants; therefore, they are spot on for services
since they reconcile the ‘atomistic’ view at the services’ interactions level with
the ‘holistic’ view at the system level. Indeed, choreographies require to spec-
ify a high-level description of interactions (the global view) and relate it to a
description of services’ behaviour (the local view). These are distinctive features
of the choreographic framework presented in [5] to provide reasoning capabil-
ities about the QoS of communicating systems, starting from the QoS of the
underlying services. The basic idea in [5] is: (i) to specify constraints on qual-
ity attributes of local states of services and (ii) to verify through a bounded
model-checking algorithm system-level QoS properties expressed in QL, a spe-
cific dynamic logic where temporal modalities are indexed with global choreogra-
phies (g-choreographies [6], a formal model of global views of choreographies).
A simple example can illustrate this. Let A be a service that converts files to
various formats and invokes a storage service B to save the results of requests;
both A and B charge customers depending on the size of stored data (as done
e.g. by Amazon’s DynamoDB service). The request of A to B can be abstracted
away with two finite-state machines whose states are decorated with constraints
on the two quality attributes: monetary cost (c) and data size (s) as follows:

c3E6 AB! 5<c<10, c=0, ’ AB? ’ < s <50,
{s\:?f} 90— @ { s<31() } and {5:[1))} 90 — a1 {lc(]: 0.1)14(5]'}
Intuitively, the formulae associated to states constraint the quality attributes
upon the local computation executed in the states. For instance, both services
store no data in their initial state; computation in A may cost up to five units
before the request to B, which has no cost (¢ = 0) in ¢{, since it is just waiting
to execute the input. If, as we assume, communication is asynchronous, then the
composition of A and B yields a run like 7 : sq ABL, $1 ABTs, So where first
A sends the message and then B received it. Then, the system-level QoS of the
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composition of A and B would be the result of aggregating the constraints on ¢
and s along the run .

Structure & Contributions A main contribution of this paper is a tool
to support the static analysis technique of QoS properties of message-passing
systems. More precisely, we implement the bounded model-checking algorithm
introduced in [5] (and summarised in Sect.2) in a tool called MoCheQoS (after
Model-Checker for QoS properties). By combining the SMT solver Z3 [7] and the
choreographic development toolchain ChorGram [8-10] (as discussed in Sect. 3),
MoCheQoS can model-check QoS properties expressed in QL, the dynamic tem-
poral logic of [5]. MoCheQoS is publicly available at [11].

A key feature of our approach is that the analysis of QoS properties of systems
builds on the QoS constraints specified on the components of the system; as seen
in the example above, MoCheQoS features the capability of aggregating QoS
constraints along the computation of systems.

Another contribution is the empirical evaluation of our approach (Sect.4),
which is done through: (a) a case study borrowed from the AWS Cloud [12], (b)
a case study borrowed from the literature [13] where communication protocols
are automatically extracted from code, and (c) synthetic examples designed to
evaluate the scalability of MoCheQoS.

Section 5 discusses related work; Sect. 6 concludes and sketches future work.

2 Preliminaries

We fix a set P of participants (identifying interacting services) and a set M
of (types of) messages such that P n M = . The communication model
of MoCheQoS hinges on QoS-extended communicating finite-state machines [5]
(qCFSMs for short). A CFSM [14] is a finite state automaton whose transi-
tions are labelled by output or input actions. An output action AB!m (resp.
input action AB?m) specifies the output (resp. input) of a message m from A
to B (resp. received by B from A). A qCFSM is a CFSM where QoS specifi-
cations, that is first-order formulae predicating over QoS attributes, decorate
states. (Unlike CFSMs, qCFSMs feature accepting states, represented here as
double circles.)

Ezample 1. Let I'n = {5 < mem < 10,cost = 0.2 - mem} and Ip = {mem =
0, cost = 1} be two QoS specifications. In the system made of the qCFSMs

ry ABlZL AB?z1 e
e G T
ABIx O © ABlz2 O AB?x AB?22
BA7y BAly

participant A first sends message x to B, then B and A exchange messages y
and z1 an unbounded number of times, and finally A sends message z2 to B. ©

A QoS-extended communicating system (qCS for short) is a map assigning
a qCFSM to participants in P; for instance, the map S where S(A) = Ma and
S(B) = Mg are the qCFSM of Example 1 is a communicating system. Since QoS
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specifications do not affect communications, the semantics of qCSs is as the one
of communicating systems. Let us recall how CFSMs interact.

Communicating systems are asynchronous: the execution of an output action
AB!m allows the sender A to continue even if the receiver B is not ready to
receive; message m is appended in an infinite FIFO buffer, the channel AB, from
where B can consume m. Formally, given a communicating system S on P, we
define a labelled transition system (LTS) whose transitions relate configurations
and communication actions. A configuration is a pair (q; b) where q and b
respectively maps each participant A to a state of S(A) and each channel to a
sequence of messages; state q(A) keeps track of the state of machine S(A) and
buffer b(AB) yields the messages sent from A to B and not yet consumed. Let
so denote the initial configuration where, for all A € P, q(A) is the initial state
of S(A) and b(AB) is the empty sequence for all channels A B.

A configuration (q ; b) reaches another configuration (q' ; b') with a transi-
tion ! if there is a message m € M such that either (1) or (2) below holds:

1. /= AB!m with q(A) —a ¢ and 2./ = AB?m with q(B) —g ¢ and
a. q =q[A— ] a. q =q[B~ ¢'] and
b. b = bJAB — b(AB).m] b. b=b/[AB — m.b'(AB)]

in (1) m is sent on AB while in (2) it is received. Machines and buffers not
involved in the transition are left unchanged. We write s=s’ when s reaches s’.

Let S be a communicating system, a sequence ™ = (8;,/;, Si+1)ier Where [
is an initial segment of natural numbers (i.e., i — 1 € I for each 0 < i € I) is

a run of S if s;=>s;,1 is a transition of S for all ¢ € I. The set of runs of S is
denoted as Ag and the set of runs of length k is denoted as A’g. Note that Ag
may contain runs of infinite length, the set of finite runs of S is the union of all
A% and will be denoted as Ag. Given a run 7, we define £[r] to be the sequence
of labels (/;)icr. The language of S is the set L[S] = {L[r] | 7 € A%}. Finally,
prf : A — 245 maps each run 7 € AZ to its set of finite prefixes. As usual, for
all m € A%, the empty prefix € belongs to prf (7).

The logic QL is introduced in [5] to express system-level QoS properties.
Akin DLTL [15], QL is basically a linear temporal logic where atomic formulae,
ranged over by v, constrain quantitative attributes, and the ‘until’ modality is
restricted to specific runs. The syntax of QL is given by the grammar:

Pu=T |y | 0| dve | o U

where T is the truth value ‘true’, — and v are the usual connectives for logical
negation and disjunction, and the index G of the ‘until’ modality is a global
choreography (g-choreographies for short) [6] meant to restrict the set of runs
to be considered for the satisfiability of formulae'. G-choreographies can be
thought of as regular expressions on the alphabet {break} u {A—B: m | A Be
P,m € M}, where break is used to stop iterations and A—B: m represents

! Logical connectives A and = are defined as usual while possibility (G)® and

necessity [G]® are defined as T U® & and —(G)—® respectively.
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5

an interaction where A and B exchange message m. We let _ + _, _*, and _;_
respectively denote choice operator, Kleene star, and sequential composition
(with _; _ taking precedence over _ + _).

Ezample 2. The g-choreography Ggs = A—B: x;B—A: y; Gexen s A—B: 22 cor-
responds to the qCS in Example 1 with Geen = A—B: z1;B—A: y specifying
the exchange of messages z1 and y between A and B. o

A g-choreography G induces a causality relation on the underlying communi-
cation whereby the output of an interaction precedes the corresponding input
and, for the sequential composition G; G’ the actions in G precede those in G’
when executed by a same participant. The language L]G] of a g-choreography G
consists of all possible sequences of communication actions compatible with the
causal relation induced by G (note that £[G] is prefix-closed). We write £[G] for
the set of sequences in L£[G] that are not proper prefixes of any other sequence
in £[G]. The definition of £[G], immaterial here, can be found in [6]. The next

example illustrates how to express a QoS property in QL.

Ezample 8 (QoS properties). The runs of the system where where A and B
exchange message z1 and y three times can be specified by the g-choreography
Gz = A—B: x;B—A: y: Gexeh: Gexeh; Gexen Where Geyen is defined in Example 2.
Then the QL formula @ = [Gg](cost > 0) == [Gg; Gexen ] (cost < mem - 10)
holds either if the first three exchanges do not have positive cost or if the cost
of every subsequent exchange falls within the specified bounds. o

The models of QL are defined in terms of runs of a QoS-extended commu-
nicating systems and an aggregation function [5] that formalises the conditions
for a QoS property to hold in a run. The aggregation function, denoted below as
aggs depends on application-dependent binary aggregation operators that define
how QoS attributes accumulate along a run. Hereafter, we assume that each QoS
attribute has an associated aggregation operator.

A configuration is accepting if all participants are in an accepting state; a
completion of a run 7 of a system S is a sequence 7’ ending in an accepting
configuration such that 77’ € A%. A QoS property @ is satisfiable in S if there
exists a run m € A¥ with an accepting configuration such that (7, €) =g @ holds,
where relation (_,_) =g - is defined as follows:

(m,7") s iff aggs(n’) Frer ¢ if ¥ atomic and 7’ € prf(m)
m7') s =@ iff (m,7’') =5 @ does not hold
(m,7") |rs @1 v @ iMff (m,7') =g @1 or (m,7') =5 P
(m,7') s @1 U® @y iff there is a completion 7 of 7’ such that
L") € L[G], (m,7'7") g $5 and, for all
7" € prf(z"),if #"" # 7" then (m,7'7"") =g P1.

~ ~

To handle atomic formulae, the first clause leverages real-closed fields (RCFs), a
decidable formalisation of the first-order theory of real numbers [16, Thm. 37].
The ‘until’ modality requires @2 to hold at some point along 7, i.e. on a run

7w'7" where completion 7’ follow run 7, with & satisfied up to that point and
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7" compatible with G. A run 7" is compatible with a g-choreography G if it
belongs to its language £[G].

A QoS property @ is valid if, for all runs m € A that contain an accepting
configuration, (m,€) =g @. Given a QoS property @, a qCS S, and a bound
k, the algorithm in [5] returns true when it finds a run 7 € A of length at
most k such that (7, ¢€) =5 @. Essentially, for each run of length at most k, the
algorithm calls an auxiliary procedure that checks whether the run satisfies the
QoS property by recursively following the definition of |=g presented above.

3 A Bounded Model Checker for QoS

We now present the architecture of MoCheQoS; a detailed presentation of its
command line interface and the relevant file formats is in the accompanying
artefact submission [11]. A graphical representation of the architecture is on the
right, where tilted boxes represent files or data objects, rectangular boxes repre-
sent modules or functions, while arrows represent control and data flows. Thick
shadowed boxes identify the modules developed in this work, while thin boxes
identify ChorGram’s modules and other open-source libraries used by MoCheQoS.
As ChorGram, MoCheQoS is imple-
mented in Haskell. The two main oonor

.qosgc . .
modules are Parser and Solver Pr°Je°t1°n

v

(greyed dashed boxes). The former /sten) o)
transforms the textual representations ~----- #——————————! ——————

I
of MoCheQoS’s inputs into internal i p— e [ v oL G_chori
Haskell representations used by the iparser<+ parser [ parser ] parser “ parser :
latter. More precisely, qCFSM parser ~~~——~~—- | Attt Yoo
leverages ChorGram’s CFSM parser to QoS-extended systen, Gb formuls
process a textual description of the [sotver A el ——
system from a .qosfsa file. Likewise, enﬁeizzor - sysz,:nz;:zics

QL parser leverages G-chor parser

! |
! |
! |
| |
! |
(ChorGram’s g-choreographies parser) i Candidate run i
| |
! |
t |
{ |

to process a .ql file containing a
simple textual description of the QL
formula to verify. Both modules rely 7 """ v
on the SMT-LIB parser (Haskell’s

smt-1ib package).

The format of .qosfsa files is an extension of ChorGram’s .fsa format.
This extension enables the specification of the set of QoS attributes of interest
with (i) aggregation operators, (i) QoS constraints associated to the states
of machines, and (iii) accepting states of machines. Additionally, MoCheQoS
supports an extension of ChorGram’s g-choreographies (a .qosgc file) to directly
specify the QoS-related information over a g-choreography that can be projected
on qCFSMs. This required to adapt ChorGram’s G-chor projection and G-chor
parser modules to support QoS specifications.

The .ql format borrows the g-choreography syntax of ChorGram for the case
of the ‘until’ modality. The Parser module produces the QoS-extended system

Pomset TS run SMT solver
> <«
semantics checker interface




90 C. G. L. Pombo et al.

and the QL formula from the input files and passes them to Solver, our imple-
mentation of the bounded model checking algorithm in [5] (cf. Sect.2). More
precisely, TS run enumerator invokes Transition system semantics (the TS
module of ChorGram) to enumerate the runs of the system that fall within the
bound given in input parameter k. The enumeration is performed by systemat-
ically traversing the transition system. The process begins with the set of runs
of length 1. Subsequently, the set of runs of length 7 + 1 is generated by append-
ing all possible single-step transitions to each run of length 7. Future work will
explore heuristic-based approaches to traverse the transition system, aiming to
prioritize the enumeration of potential counterexamples.

Then, TS run enumerator invokes TS run checker on each enumerated run
to check if it is a model of the QL formula. Properties encompassing sub-
formulas of the form & U® & require TS run checker to invoke ChorGram’s
PomsetSemantics module in order to compute the language of G and to check
membership of runs to it. To compute ﬁ[G}, iterative subterms are replaced by
their n-unfoldings, where 0 < n < u. The parameter u is configurable via the
CLI of MoCheQoS and defaults to the value of parameter k. An n-unfolding of
a subterm G'” is defined as the sequential composition of G’ with itself n times.
The implementation of on-the-fly unfolding computation during transition sys-
tem traversal is left for future work.

As recalled in Sect.2, we leverage RCFs to express QoS constraints [5];
hence, we interfaced MoCheQoS with the state-of-the-art SMT solver Z3 [7] to
check the validity of these constraints (i.e., -grcr). Properties involving QoS
constraints of an atomic formulae require TS run checker to invoke the SMT
solver interface to produce and check SMT-LIB queries. The SMT solver
interface is composed of a modified version of Haskell’s smt-1ib package to
build the SMT-LIB query and of Haskell’s SimpleSMT package to call Z3. The
SMT-LIB query produced for an atomic formula ¢ allows to check whether there
exists a counterexample to the entailment aggs(n’) —reor . More precisely, the
SMT-LIB query is structured as follows: (i) all quality attributes are declared
as new symbols of sort Real using the declare-const command, and (ii) an
assert statement is included with the expression aggg(n’) A —t). The construc-
tion of aggs within the SMT-LIB query involves iterating through local states
in run 7. For each state, the following steps are performed: (i) the correspond-
ing QoS specification is collected, (ii) new symbols are declared for the local
instantiation of quality attributes, and (iii) quality attribute symbols in the QoS
specification are renamed to match the newly declared symbols. The SMT-LIB
query is then sent to Z3 using Haskell’s SimpleSMT package.

Finally, Solver returns a negative Verdict if the formula cannot be satisfied
within the given bounds or a positive Verdict with a witnessing model (the run
satisfying the QL formula) otherwise. To optimise computations, MoCheQoS
maintains a balanced binary search tree to store the result of computing atomic
entailments - +rop -, and a hash table to memorises the results of (a) the
computation of the language of g-choreographies indexing ‘until’ operators, and
(b) the membership check of a run to the language of a g-choreography.
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4 FEvaluation

Our empirical study aims to evaluate applicability and scalability of our app-
roach. Towards applicability, Sect. 4.1 develops a case study adopting SLAs from
the AWS cloud [12] while Sect. 4.2 borrows a case study from [13] to show how our
approach can leverage automatic extraction of communicating systems. Towards
scalability, Sect.4.3 analyses MoCheQoS to measure its performance. Size and
complexity of the case studies in Secs. 4.1 and 4.2 match what can be found in
the literature (e.g., see [17-19]). As we will discuss later, the size of the models
in Sect. 4.3 outmatches what can be found in system development.

The results presented in the next sections show that our framework can model
SLAs present in industrial-strength scenarios (Sect.4.1). Notably, MoCheQoS
can effectively verify relevant system-level QoS in such scenarios and produce
counterexamples useful to refine a property being checked. Moreover, Sect. 4.2
MoCheQoS can be used to effectively analyse system-level QoS properties of
communicating systems automatically extracted from code.

4.1 SLA in the Amazon Cloud

The case study consists of a three-party version of the POP protocol [20] mod-
elled after the OAuth authentication protocol [21]. More precisely, a client C
securely accesses a remote mailbox server S after clearing authentication through
a third party server A. This is specified by the g-choreography Gyt = C—A: cred
i (Gioken + A—C: error) where Gioken models the phase of the OAuth protocol
where C acquires an authentication token granted if the credentials of the client
C are valid; the acquired token allows C to prove its identity to the POP server
S. This can be modelled as follows:

Gtoken = A—C: token; C—S: token; (S—C: fail + S—C: ok; Gpop)

Grop = Gquit + C—S: helo; S—C:int; (Gquit + Greag ; Gauit)

Gquit = C—S: quit; S—C: bye

Gread = C—S:read; S—C: size; (break + C—S:retr; S—C: msg; C—S: ack)

We consider a system of qCFSMs, one per participant, realising the g-chore-
ography Gauh (see [22, Appendix A] for the full model). The states of the qCF-
SMs are decorated by QoS specifications derived by publicly available SLAs.
Specifically, we use the SLA of the Ory Network identity infrastructure [23] for
A, the one for C reflects the SLA of clients of Amazon’s Simple Email Service
(SES) [24], and the SLA of S is modelled after the iRedMail service published
in the AWS marketplace [25]. Our approach requires to constrain the quality
attributes for each state of the participant while the constraints specified in
the publicly available SLAs are relative to the whole execution. We overcome
this obstacle by identifying the states in the qCFSMs which are relevant to the
constraint. We then assign a corresponding QoS specification to each of these
identified states. For example, the SLA of Amazon SES specifies that the price
paid for each incoming email is 10~* USD; this decorates the state in the client’s
qCFSM where mails are received.
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Table 1. SLA attributes and parameters for the AWS case study

QoS attributes pricing / configuration params.

num. of emails (emailsRetrieved) price/hr for server software (hrRateSoftware)
data transferred out (Kb) (dataTransOut) |price/hr for infrastructure (hourlyRateCompute)
num. of authenticated users (usersAuth) |price/Gb for data transfer (transferGBRate)
price for incoming mails (priceEmails) price/user for A (ratePerUserAuth)

server execution time (s) (execTimeServer)num. of CPUs (CPUs)

total execution time (s) (execTime) amount of memory (memCapacity)

network performance (nwkPerf)

instance type (instType)

We identified the quality attributes in Table 1 (left column) and the pricing
and configuration parameters (right column in Table1) that fix the elements

of the computational infrastructure required. The value of the parameters are
determined by the value of the instance type attribute, which models the type

of the compute instance? chosen by the user when configuring the services. This
relation is rendered in our model with logical implications. For example, AWS
stipulates that if the selected instance type is ‘t4g.nano’ (the smallest compute
instance in the family ‘T4g’ represented as instType = 1 in our model), the hourly
rate for compute is 0.0042USD; this yields the implication

instType = 1 = (hrRateCompute = 0.0042 A CPUs = 2 A memCapacity = 0.5 A nwkPerf < 5)

to be included in the QoS specification of the initial state of the server qCFSM
together with analogous implications for other instance types. The full model of
our case study is an LTS with 34 configurations and 38 transitions obtained by
the composition of three qCFSMs: the client C (15 states and 17 transitions), the
server S (12 states and 14 transitions), and the authentication server A (4 states
and 3 transitions). Note that CFSMs abstract away from local computations
and focus only on the communication actions. Hence, the number of states and
transitions only reflect the size of the communication protocol and not necessarily
the size of the implementation. The QoS specifications we consider predicate over
the 14 quality attributes in Table 1. Due to space limitations, here we only show
the qCFSM for the server S (the other qCFSMs are in [22, Appendix A]):

S Clbye Taara SCIMsg  Teomp
O

Ms = CS!fail | CS?quit 90 CS7retr (1)
init I

C S7token S Clok CS?helo SClint CS7read S Clsize

where I'comp = {0.5 < execTime < 3, execTimeServer = execTime} and I'gata =
{10 < dataTransOut < 500}, respectively modelling states where the server is
performing significant computations and states where the server has sent data to

2 In AWS jargon, compute refers to computational infrastructure, i.e., virtual comput-
ers that are rented through services like Amazon Elastic Compute Cloud (EC2).



Automated Static Analysis of QoS Properties of Communicating Systems 93

the client. The specification [j,;; models the configuration of the AWS instance
as stated earlier (see [22, Appendix A] for a full description). Let us focus on

some system-level 1gro erties to be checked with MoCheQoS.
By nspecting the SLAs for AWS pricing scheme, we can derive the expression

totalCost = (execTime/60%) - hrRateCompute + (execTimeServer/60%) - hrRateSoftware

+ (dataTransOut/10242) - transferGBRate + usersAuth - ratePerUserAuth + priceEmails

for the overall cost of an execution of the system in terms of the aggregated values
of the quality attributes, once the appropriate conversions are applied. We can
then consider the QL formulae in Table2 to check if the cost for receiving one
email falls below a given threshold (#;) and some relations between the total
cost of an execution and the number of emails retrieved by the client (P2, @3,
and @4, which require to iterate the g-choreography Gmeg). Both the validity of
&, and a counterexample? for @, are computed by MoCheQoS in less than a
second. In these cases it is not necessary to check for high values of the bound
k because no iterative g-choreography occurs in ¢; and the counterexample of
®, is found at k = 26. The validity of the other formulae for a high value of k is
checked by MoCheQoS in less than 3 min.

Table 2. Overall monetary cost of the coordinated execution of the three services

Ginit = C—A: cred; A—C: token; C—S: token; S—C: ok; C—S: helo; S—C: int

Let Gmsg = C—S: read; S—C: size; C—S: retr; S—C: msg; S—C: ack

QL-formula ‘ k ‘Validity‘l\/IoCherS time
@1 = [Ginit; Grsg] totalCost < 1 26 v | <ls

@3 = [Ginit; Gmsg '] totalCost < emailsRetrieved ‘ 26‘ CE ‘ <1s

@3 = [Ginit; Gmsg | totalCost < 1 + emailsRetrieved ‘100‘ v ‘ 135s

D4 = [Ginit; Gmsg '] totalCost < 0.5 + 0.5 - emailsRetrieved‘lOO‘ v ‘ 135s

4.2 Model Extraction

We show how to apply MoCheQoS on a model automatically inferred from the
OCaml code of the case study in [13]. The system inferred in [13] is as follows*

User M Ulresult Worker
U M!compute Master
M U7wip IW M?7result U M?compute,
M U?result U M!compute I M Ulwip M W!task
U M!stop W M?result D M W!task M W!stop g

The user requests the master to resolve a problem (whose nature is inconse-
quential here). The master splits the problem into two tasks and sends them to

3 A run with 0 email retrievals, hinting at a fixed cost for executing the services.
4 The thick gray arrow is the only addition we made to the original case study.
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the worker, which replies to the master with the solutions of each task; between
these replies, the master sends a ‘work-in-progress’ message to the user. Finally,
the master sends the final result to the user by combining the partial results

The QoS specifications involve price, number of tasks computed, and allo-
cated memory, respectively denoted with p, t, and mem. The contraints over
these attributes have been manually specified and assigned to the states of the
qCFSMs. For instance, we assume each problem instance (requested from the
user) to require at most 5 units of memory and model this by adding a contraint
over mem to the states where memory is allocated for the problem intance. Sim-
ilarly, we assume the result of the problem to require at most 1 unit of memory.
Additionally, we assume that the master charges a flat fee of 10 monetary units
once the computation is completed, while the worker’s cost varies based on the
size of the task. We check the following QL properties:

& =[G](t-6 < p<12.5) &3 = [G*](1 < mem < 10)

Dy =[G](t-6<p<125) &y, =(p<t-12.5) UC ([G'] p < 25)

where G describes the process of computing one problem instance, starting
with U—M: compute and ending with M—U: result ([22, Appendix C] reports
the details about the models of this case study.) Formula @; uses the necessity
modality to express bounds on the price of the computation of one problem
instance. Formulas @, and @3 use the necessity modality to express bounds on the
price and the memory used after computing any number of problem instances.
Formula @, states that (i) up to the computation of the first problem instance,
the price falls below a bound depending on the number of tasks computed, and
(ii) afterwards, the price is always bounded by 25 right after any number of
computed problem instances. We applied MoCheQoS on these formulas with
bounds that correspond to unfolding loops once and twice (k = 18 and k = 32
are, respectively, the lengths of runs where the master sends the result of one and
two problem instances and the user stops). The results of the experiments are
summarised in Table3 where times are in seconds. Noticeably, for satisfiability
the results with k = 18 subsume those with k = 32; also, for @4, a bound of 32
is needed to find a counterexample, which shows that the formula is satisfiable
but not valid.

Table 3. Results on model extraction case study (CE = counter example)

Formula Bound k = 18 Bound k = 32

satisfiability  |validity satisfiability  |validity

Time (s) Result/Time (s)Result Time (s) Result/Time (s)Result
Dy .3 sat 1.7 No CEL.3 sat 34 No CE
Dy .3 sat 1.9 No CEL.3 sat 185 No CE
D3 .3 sat 1.9 No CEL.3 sat 186 No CE
by 5 sat |6 No CE|.6 sat |30 CE
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4.3 Performance

The performance of MoCheQoS depends on the cost of checking if a formula @
holds on any run of the system S of length at most k; this cost is dominated
by the evaluation of the ‘until’ sub-formulae® &; U® &, which depends on the
complexity of G and of ¢; and @3. We therefore generate synthetic properties
following the pattern @ = &; U® &, and varying the size and complexity of G.
Formulas @, and @ are created to cover (i) the best case (any run that matches
the language of G satisfies @), (i) the worst case (no run matching the language
of G satisfies @), and (ii7) the ‘average’ case (only a single random run that
matches the language of G satisfies ®).

The performance analysis of MoCheQoS was driven by experiments® tailored
to address the following questions:

Loop unfolding. How does performance evolve as we increase the number of
loop unfoldings in g-choreographies indexing ‘until’ sub-formulae?

Nested choices. How does average performance evolve as we increase the num-
ber of nested choices in g-choreographies indexing ‘until’ sub-formulae?

Loop unfolding. The experiments are performed on the set of qCFSMs
described in the AWS cloud case study in Sect.4.1. To help the reader under-
stand the size of the problem, we show below the number of runs of this system
as a function of the bound k on the size of the runs. Due to interleaving of
the transitions in the asynchronous communication, the number of runs grows
exponentially when the number of loop unfoldings in the POP protocol increases.
We synthetically generate six families

of QL formulas with the shape ¢; U® &,

6000 where G = Ginit; Gmsg ', for 1 < n < 10,
with Ginit and Gmsg defined as in Sect. 4.1.
The first three families of formulas are
constructed to be satisfiable while the last
three to be unsatisfiable. The unsatisfiable
formulas are constructed by guaranteeing
that no run compatible with G satisfies @s.
R T For each formula we execute MoCheQoS

Bound on run's length with a bound k = 16 + 10n, which guar-

antees that the runs of the system that

match G are reached. The results are shown in Fig. 1. Figure la plots the time it
takes for MoCheQoS to find a model for the three families of satisfiable formulas
as a function of n. The three families differ in how &, and @5 are constructed:
(i) both as atomic truth values, (i) @; as an atomic truth value and @5 as a QoS
constraint, or (iii) both as QoS constraints. Figure 1b plots the time MoCheQoS
takes to report that no model was found for the three families of unsatisfiable
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5 This requires to query the SMT-LIB to solve QoS constraints; we use Z3 as a black-
box which we cannot control; therfore, its computational costs are factored out.
5 We used Z3 v4.10.2 and an 8-cores MacBook Pro (Apple M1) with 16 GB of memory.
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formulas as a function of n. The results show that the main source of compu-
tational burden, as the number of loop unfoldings increases, is the verification
of the QoS constraint in @1, the first operand of the ‘until’ operator. In Fig. 1a
and Fig. 1b, this is manifested by the green line growing significantly faster than
the other two lines. The explanation for this is that, due to the semantics of
the ‘until’, the verification of @; has to be performed in every prefix of the run
and, when @1 is a QoS constraint, each verification is done by calling Z3 with a
different SMT-LIB query.

3000

1750 1 —e— True U [G] True —e— True U [G] False
True U [G] qos{ ... } True U [G] qos{ ... }
15001 —#— qos{ ... } U[G] qos{ ... } 25001 —#— qos{ ... } U[G]qos{ ... }

1250 2000

< 1000 g
P v 1500
E 750 E
1000
500
250 500
0 0
0 2 2 8 10 0 2 2 6 8 10
n = number of loop unfoldings in G n = number of loop unfoldings in G
(a) Satisfiable instances (b) Unsatisfiable instances

Fig. 1. Execution time to analyse (un)satisfiable ‘until’ formulas

Nested choices. To evaluate the performance of MoCheQoS in the presence of
nested choices indexing ‘until’ sub-formulae, we will construct synthetic systems
by varying the number of nested choices in the g-choreography of the system. We
consider systems of two participants taking turns in sending a message to each
other; the sender of each turn chooses between two messages. Due to the branch-
ing nature of this behaviour, the number of runs in a system grows as 2™ where
n is the number of nested choices (i.e., the number of turns). We synthetically
generate systems with this behaviour by varying n from 1 to 10. Remarkably,
nested choices correspond to nested conditional statements and accepted metrics
recommend to keep low the nesting level of conditional statements. In particular,
an accepted upper bound of cyclomatic complexity” is 15, which corresponds to
less than 4 nested conditional statements.

To generate these systems, we craft QoS-extended g-choreography in .qosgc
format and then leverage ChorGram’s G-chor projection to obtain the qCFSMs
of the system. The QoS specifications comprise five QoS attributes and determine
unique values for them in each accepting state, enabling the construction of QL
formulas that are satisfied by only one run of the system. In this way, we can
use these generated cases to evaluate the performance of MoCheQoS in finding
the only run that satisfies a formula in a search space of exponential size in n.

" Cyclomatic complexity [26] measures the complexity of programs according to the
number of independent paths represented in the source code.
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Bob — Alice: m0 ; {
Alice — Bob: m0; Bob — Alice: leafl

2

+
Alice — Bob: ml; Bob — Alice: leaf2
}

2

Time (s) - Logarithmic scale
5

+
Bob — Alice: ml; {

Alice — Bob: m0; Bob — Alice: leaf3 10° F

+ QJ [E

Alice — Bob: m1; Bob — Alice: leaf4 & =5
} 1 2 3 4 5 6 7 8 9 10

n = number of nested choices

(a) Generated g-choreography for n = 2 (b) Average execution time versus n

Fig. 2. Performance on the ‘average’ case for formulas with nested choices

The formula is generated by following the pattern T U® 1, were G matches
every run of the system and v is a QoS constraint, determining the value of
the five QoS attributes, that is satisfied by only one run. Figure 2a shows the
generated G for two nested choices. See [22, Appendix B] for a detailed view of
the files used in this case study. The bound k is set high enough to guarantee
that all runs of the system are reached by the analysis. For each value of n,
we generate 100 different random instances of the QL formula, where the only
run that satisfies the formula is chosen randomly, and execute MoCheQoS on
each instance. Figure2b shows the results as a boxplot per number of nested
choices. Remarkably, both the average execution time and its variance grow as
n increases. This is due to the fact that the difference in time between the best
and worst case scenarios, where the model is found either in the first or the last
enumerated run matching G, increases with n. The apparent bias in dispersion
towards lower execution times is just a visual effect due to the logarithmic scale
of the y-axis.

5 Related Work

We position MoCheQoS in the category of static analysers of system-level QoS
properties. There is a vast literature on QoS, spanning a wide range of contexts
and methods [27,28], QoS for choreographies [29,30], and formal models and
analysis procedures that have been proposed without tool supported analysis.

A tool for the automatic analysis of QoS properties appeared in [31] where
QoS specifications were expressed as theory presentations over quantitative
attributes but only considering convex polytopes; this restriction is not present
in our language. Unlike MoCheQoS, the approach in [31] relies on “monolithic”
specifications of QoS, rendering hard its application to distributed systems with-
out adding some composition mechanisms. We instead assign QoS contracts to
states of communicating services and then aggregate them in order to analyse
properties along executions of the whole system.
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The Envisage project [32] aims to provide a framework for the development
and deployment of virtualized scalable services in the cloud. System design and
analysis is done in ABS [33,34] which enables resource-awareness in design and
deployment decisions [35-37]. In ABS resource awareness revolves around the
concept of elasticity and the capability of simulating the execution of the sys-
tem under deployment constraints. The analysis is performed to evaluate bounds
over fixed attributes (Speed, Bandwidth, Memory, and Cores) in order to inspect
consumption of those resources over simulated executions. On the contrary,
MoCheQoS is agnostic to the attribute’s nature, as far as it is measurable, and
provides a static analysis procedure capable of exploring the whole execution
space (with respect to a predefined bound to the trace length) in the search for
counterexamples of arbitrary dynamic temporal properties, not only bounds.

Metric functions are used in [38] to verify SLAs of client-server systems via
the interactive theorem prover KeY [39]. We can deal with multiparty system and
the analysis of QoS properties of MoCheQoS is fully automatic. Other abstract
models of QoS such as quantales [40] or c-semirings [41-43] have been proposed.
Process calculi capable of expressing SLAs appeared in [41] and in [43] without a
specific analysis technique. A variant of the p-calculus equipped with the capa-
bility of expressing QoS properties and an analysis algorithm has been presented
in [42] without an implementation.

Automatic extraction of local QoS contracts from global QoS specifications is
defined and implemented in [29]; the paper proposes applications including the
use of the derived contracts for monitoring but no static analysis procedure of the
QoS systems’ behaviour is proposed. On the same basis, monitoring algorithms
were presented in [30] and contracts are used for run-time prediction, adaptive
composition, or compliance checking.

Probabilistic model checking (PMC) [44,45] implemented in PRISM [46] fea-
tures the automated analysis of quantitative properties. The main differences
with respect to our work are the modelling language and the properties that can
be checked. First, PMC models are usually expressed as Markov chains while
MoCheQoS does not feature probabilistic information. Second, RCF's are more
expressive than the reward functions adopted in [44] since they allow to express
first order formulae over QoS attributes. For example, the QoS specifications
shown in Sect. 4.1 cannot be expressed with PRISM’s reward functions. Finally,
while in PMC properties are expressed as temporal formulae over bounds on
the expected cumulative value of a reward, MoCheQoS can verify dynamic tem-
poral formulae where atoms are first order formulae over QoS attributes and
temporal modalities are indexed with g-choreographies. Our setting leads to the
computation of an aggregation function that collects QoS specifications of states
along a run, which is not the case in PMC. Timed automata [47] are used in
UPPAAL [48] to verify real-time systems. Our QoS specifications can predicate
about time but, unlike in UPPAAL, the behaviour of systems is independent of
it. It is therefore not straightforward to compare MoCheQoS with tools like PMC
or UPPAAL as they are designed for different purposes. Extending MoCheQoS
with time and probabilities is indeed an intriguing endeavour.
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6 Conclusions and Future Work

We presented MoCheQoS, a tool to verify QoS properties of message-passing
systems. We build a bounded model checker upon the dynamic logic and semi-
decision procedure recently presented in [5] which rely on choreographic models.
To our best knowledge, MoCheQoS is the first tool to support the static analysis
of QoS for choreographic models of message-passing systems. The satisfiabil-
ity of QoS constraints in atomic formulas is delegated to the SMT solver Z3
while ChorGram is used to handle the choreographic models and their semantics.
Notably, MoCheQoS can handle any quality attribute that takes values in the
real numbers (if it is equipped with an appropriate aggregation operator), mak-
ing it highly versatile. Experiments to evaluate the applicability of our approach
were conducted over case studies based on the AWS cloud and on models auto-
matically extracted from code. Experiments to evaluate the scalability of our
approach were conducted over synthetically generated models and properties.

Our experiments demonstrate the effectiveness of MoCheQoS. Nevertheless,
there is room for improvement. We are considering abstract semantics where
runs are partitioned in equivalence classes so that we have to check only repre-
sentative runs of such classes in order to tackle the computational blow up due
to asynchronous communications as discussed in Sect. 4.

In scope of future work is also the definition of a domain-specific language to
ease the modelling phase. For instance, such language could feature data types
to express non-cumulative attributes (as those used in Sect.4.1).

Data Availability. The source code of the tool, the code for generating the exper-
imental data, and detailed instructions on how to reproduce the results presented in
this paper are available in the Zenodo repository with the identifier https://doi.org/
10.5281/zenodo.10038447. (See citation in [11]).
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Formal specification languages are based on mathematical formalisms and are
used to describe the expected behaviour of a software component. Formal spec-
ifications are increasingly embraced by software engineering professionals, in
lightweight formal development techniques such as automated synthesis, test-
ing or monitoring. Moreover, they will possibly become even more relevant as
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Abstract. Platforms to support novices learning to program are often
accompanied by automated next-step hints that guide them towards cor-
rect solutions. Many of those approaches are data-driven, building on
historical data to generate higher quality hints. Formal specifications are
increasingly relevant in software engineering activities, but very little
support exists to help novices while learning. Alloy is a formal specifi-
cation language often used in courses on formal software development
methods, and a platform—Alloy4Fun—has been proposed to support
autonomous learning. While non-data-driven specification repair tech-
niques have been proposed for Alloy that could be leveraged to generate
next-step hints, no data-driven hint generation approach has been pro-
posed so far. This paper presents the first data-driven hint generation
technique for Alloy and its implementation as an extension to Alloy4Fun,
being based on the data collected by that platform. This historical data is
processed into graphs that capture past students’ progress while solving
specification challenges. Hint generation can be customized with policies
that take into consideration diverse factors, such as the popularity of
paths in those graphs successfully traversed by previous students. Our
evaluation shows that the performance of this new technique is competi-
tive with non-data-driven repair techniques. To assess the quality of the
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advances in large language models push programming activities into higher levels
of abstraction [29].

Alloy [12,13] is a formal specification language that allows the automatic anal-
ysis of software design models with rich structure and behaviour. Due to its high-
level of abstraction, flexibility and simplicity, Alloy is often used in introductory
formal methods courses'. Yet, studies show that novices, and even experienced
professionals, struggle with understanding and writing Alloy specifications [17].
The Alloy4Fun [16] web platform was developed in this educational context to
ease the sharing of specification challenges with auto-grading, supporting instruc-
tors in classes and allowing students to study autonomously. Intelligent tutor-
ing systems (ITS) for programming have long relied on automated feedback to
support students in large classes and outside the classroom. Alloy4Fun, like reg-
ular Alloy, is solver-based and provides feedback for incorrect specifications as
graphical counter-examples. This is a popular feature among Alloy practitioners
and could, in principle, act as hints to help students progress towards solving
a challenge when learning autonomously. However, studies find visual counter-
examples have mixed results with novices [7,8]. In fact, a recent user study [6]
with different kinds of manually encoded hints concluded that only next-step
hints, which highlight faults in incorrect specifications and provide tips on how
to fix them, improved the immediate performance of the participants without
jeopardizing learning retention.

Next-step hints are one of the most common feedback approaches in ITSs
for programming [21]. A possible approach to generate these hints is through
automated repair techniques. After repairing a faulty program to obtain a correct
one, a next-step hint can be obtained by comparing both. One such technique
has been proposed for Alloy [4], but it is only effective when students are already
close to a correct specification, and the quality of the generated hints is not
clear. An alternative approach is to rely on historical student submission data
for the generation of hints, in order to guide the student towards paths that led
to successful submissions. The expectation is that more understandable hints
can be generated by mimicking successful peer behaviour.

This work proposes the first history-based hint-generation technique for Alloy,
and presents its implementation as an extension to Alloy4Fun. Alloy4Fun was also
designed to support research on formal methods education, and thus every inter-
action with the tool is anonymously recorded and made available to the instruc-
tors [16]. Based on this collected data, the proposed extension creates a directed
graph encoding all attempts by previous students. Then, upon a hint request, it
finds a path between the student submission and a solution using a customiz-
able policy, and generates a next-step hint based on this path. The developers
of AlloydFun maintain a publicly available dataset [15] of student attempts col-
lected from their classes over the years. We relied on this dataset to evaluate our
technique both for performance (effectiveness and efficiency) and for the quality
of the hints (based on the opinions of experts on teaching Alloy). It achieved bet-
ter results than the state-of-the-art tools. Furthermore, it can generate timely

! http://alloytools.org/citations /courses.html.
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sig User {
follows : set User,
posts : set Photo
)
sig Influencer extends User {}
sig Photo {
date : one Day
}
sig Ad extends Photo {}
sig Day {}

pred specl {
b

pred oraclel { all p: Photo | one posts.p }

check specl { oraclel iff specl } for 3

pred spec2 {
}

pred oracle2 { all u:User | Influencer - u in u.follows }

check spec2 { oracle2 iff spec2 } for 3

Fig. 1. Social network model with specification challenges

feedback, which is especially important in the educational context since students
might easily feel frustrated if hints take too long to generate.

The remainder of the paper is structured as follows. Section 2 provides a short
introduction to Alloy education, and Sect. 3 describes techniques for hint gener-
ation and Alloy repair. Section4 presents our solution and its implementation,
which is evaluated in Sect.5. Section 6 presents conclusions and future work.

2 Teaching Alloy with Alloy4Fun

The Alloy language is based on temporal relational logic, but for simplicity, we’ll
restrict this presentation to the static subset of the language. Structure in an
Alloy model is introduced through the declaration of signatures and fields. These
can be restricted by multiplicity constraints and be hierarchically organized. The
upper part of Fig. 1 depicts the structure of a social network system, a simplified
version of an exercise in the Alloy4Fun dataset [15]. A signature User models
users, with binary fields follows and posts relating each user with a set of users
being followed, and a set of posted photos, respectively. Signature Influencer
extends users, denoting a subset of User. Signature Photo has a field date that
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sig User {
follows : set User,
posts : set Photo
ig Influencer extends User {}
ig Photo {

: one Day

9|sig Ad extends Photo {}
%? sig Day {}

13|pred specl {
) all p:Photo | some u:User | u->p in posts

Command : |check specl v

> & o 3

Execute Share model Statistics Derivations

Counter-example found. check specl is invalid.

Fig. 2. Incorrect submission to specl in Alloy4Fun

relates each photo to exactly one day when it was posted; advertisements are a
particular kind of photo, introduced by sub-signature Ad.

When validating a system design, one would impose additional restrictions
over this model using temporal relational logic through facts. To promote main-
tainability, reusable formulas and expressions can be introduced through pred-
icates and functions, respectively. Then run and check commands would be
defined to animate the model or verify desirable properties, respectively. Com-
mands are automatically executed by the Alloy Analyzer within a given bound
for the universe. When teaching Alloy, a typical kind of challenge presented to
students is to encode some of these logical constraints.

With this in mind, Alloy4Fun introduced the concept of model secret, allowing
such challenges to be auto-graded [16]. Instructors write an oracle as a secret
predicate and then use the Analyzer to check whether a student submission is
equivalent to it. Two examples are shown in the bottom of Fig. 1. The student
is asked to write in predicate specl the constraint “every photo is posted by
one user”. Hidden from the student through annotation //SECRET, predicate
oraclel specifies a possible solution: for every photo p, there is exactly one
user related with it through posts. Command specl simply checks whether the
student specification and the oracle are equivalent (with at most 3 atoms in each
signature). Being a semantic test, the correct submission can be syntactically
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different from the oracle. A single Alloy4Fun model (which we call an ezercise)
can contain multiple challenges; the one in Fig.1 has 2.

If a check command is invalid, the Analyzer (and Alloy4Fun) returns a graph-
shaped counter-example where the equivalence does not hold. The user can
navigate through alternative counter-examples and customize the visualization
for better comprehension. As an example, Fig. 2 shows the student view of the
exercise from Fig.1 (i.e., secrets are hidden), where the student submitted an
incorrect attempt to the specl challenge and a counter-example was returned.
In principle, counter-examples are helpful when debugging specifications, but
studies show they are not the most adequate feedback for novice users [6].

Alloy4Fun collects anonymous data from all user interactions. So, whenever
a student runs a command, it stores information such as the full model, the
selected command and its outcome, and the identifier of the model it derived
from. The resulting derivation tree allows the reconstruction of student paths,
by identifying sequential attempts to the same challenge. The already mentioned
dataset [15] collects this data for various editions of formal methods courses in
the Universities of Minho and Porto, Portugal, between the Fall of 2019 and the
Spring of 2023, totalling about 100000 models.

3 Automatic Hint Generation

Next-step hints Although next-step hints are a popular kind of feedback in ITSs,
there are some concerns that such hints may be counter-productive, namely due
to hint abuse and avoidance [1], or the fact that they indicate students ‘how’ to fix
rather than ‘why’ [18]. Nonetheless, studies [10, 14,25, 26] suggest that next-step
hints have no impact on long-term learning retention but often improve imme-
diate performance, enabling students to learn more efficiently. A recent study
on Alloy reached similar conclusions [6]. Moreover, there’s an indication that
accompanied by prompts for self-explanation, such hints may improve learning
retention [20], although the results could not be replicated [19].

There are several techniques to automatically generate a next-step hint from
an incorrect submission [21]: searching for steps that take the student closer to
a reference solution, using previous successful submissions by peers, identifying
known patterns in the incorrect submission, or trying to repair a solution to
pass an oracle. Repair-based approaches have been proposed for Alloy, which we
discuss below. However, these are often affected by scalability issues, and it’s
unclear how to select high-quality hints from alternative repair suggestions. In
contrast, data-driven approaches do not suffer from performance issues and may
generate more intuitive hints since they are based on historical submissions. The
tradeoff is that they may be ineffective in large solution spaces or assignments
with small historical logs. We are not aware of such techniques for specification
ITSs, so we discuss them in the context of programming ITSs next.

Data-driven hint generation. The first data-driven hint generation approach was
proposed in the context of a logic-proof tutoring system [2]. It has since been
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adapted to platforms for programming [11,23,28], although not for specifications,
as far as we are aware. The main idea behind these approaches is to use historical
student submissions to build a graph of all traversed solution paths. Each node
in the graph is the AST of a submitted attempt in a student path, and the
transitions register the sequence of edit actions that lead from one submission
to the other. To build the hint graph, all student paths are combined into a
single graph by matching identical submissions, keeping the popularity of each
state and/or transition, and marking correct submissions as goal states. When
a student asks for a hint, if the current state is present in the hint graph, it
calculates the optimal path towards a correct solution and generates a hint.
In [2] Markov Decision Processes (MDP) were used to calculate the optimal
path, but various other policies have since been proposed [22,24]. Studies have
used expert input to evaluate the quality of the hints resulting from different
polices [22,24].

The main challenge for this kind of approach is the size of the solution space.
Besides being an obvious issue for assignments with little historical data, the
solution space for expressive programming languages is so large that getting
hits in the graph may be unlikely even with substantial historical data. Sev-
eral approaches have been explored to address this, such as creating interme-
diate states [28], using program outputs rather than the actual AST as graph
states [11], or employing canonicalization techniques to group semantically equiv-
alent ASTs in the same graph state [27].

Automated Alloy Repair. Automated program repair techniques generate fixes
for programs that fail to pass a certain oracle. In education, this oracle can be
written by the instructor, either a reference solution or a suite of tests, and
then used to generate hints to fix student submissions. Some automated repair
techniques have been proposed for Alloy specifications [3,4,30,31].

ARepair [30] was the first repair technique for Alloy, using test cases as ora-
cle. This makes it prone to overfitting, generating fixes that pass the tests but
still break the expected properties. Moreover, Alloy models are typically not
accompanied by test cases. In contrast, BeAFix [3] uses as oracles check com-
mands. This is more natural in Alloy (and Alloy4Fun challenges) since models
are typically accompanied by commands defining expected properties. Unfortu-
nately, the pruning techniques proposed to improve performance rely on multiple
commands and suspicious locations, and are not effective for simple Alloy4Fun
specification challenges. TAR [4] was developed for the educational context and
integrated into Alloy4Fun. It is focused on producing timely feedback to avoid
student frustration (and to support the temporal aspects of Alloy 6). Its pruning
technique evaluates previously seen counter-examples to avoid costly calls to the
solver. It was shown to considerably outperform ARepair and BeAFix within a 1-
minute timeout, but it is unfeasible for specifications far from a correct solution.
ATR [31] is another technique to repair Alloy 4 specifications with commands
as oracles. Although developed independently from TAR, it also uses counter-
examples (and the closest valid instances) to avoid calls to the Analyzer. ATR
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Fig. 3. Overview of the approach when submissions are present in historical data

was shown to outperform the repair rate of ARepair and BeAFix, and to be more
efficient than BeAFix.

4 Hints from Historical Alloy Data

The proposed technique adapts existing data-driven hint generation techniques
for programming. Using Alloy4Fun historical data, it creates a graph that cap-
tures students’ progress when solving a challenge, which is then used to generate
hints for future students. This section describes the technique and its implemen-
tation, whose overview is presented in Fig. 3.

4.1 Hint Graph Construction

To generate hints, our approach relies on a graph of student submissions for each
specification challenge, created from an Alloy4Fun dataset. These graphs are cre-
ated offline and can be rebuilt from time to time as new data is collected. Each
node in the graph is a normalized formula previously submitted by a student,
labelled as correct or incorrect, and each edge represents a transition between
two submissions. Each formula is unique in the graph, so similar submissions
are merged, and the frequency of nodes and transitions are registered to be used
in the pathfinding step. Formula comparison is performed at the AST level, so
syntactically incorrect entries in the dataset are disregarded. As seen in Sect. 2,
an Alloy4Fun exercise may contain multiple challenges, so the derivation tree
must be split per challenge. The Alloy command called by each entry identifies
the corresponding target challenge. To exactly identify the student submission
and avoid considering the oracle as part of the graph state, we assume that
each challenge command calls an empty predicate to be filled by the student, as
exemplified in Fig. 1; the formula for each node is extracted from the content of
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Fig. 4. A sample derivation tree with 3 paths for the exercise in Fig. 1

that predicate?. When extracting submissions to a certain challenge and remov-
ing syntactically invalid formulas, the pointer to the parent submissions must be
updated accordingly to preserve the student paths.

For improved efficacy (i.e., the probability of a submission having a match in
the graph), we apply a few canonicalizations specified in [27] that were sensible
in the Alloy context, such as sorting commutative operations and normalizing
the direction of comparisons. Additionally, since quantified variables in Alloy
cannot be inlined, we apply variable anonymization. The same transformation is
applied to submissions whenever a hint is requested. Note that we do not want to
abuse canonicalization and end up with hints for a formula that differs too much
from the concrete student submission. So, for example, we do not propagate not
operators using De Morgan’s laws.

To illustrate this process, consider the derivation tree in Fig.4, that could
be collected from the exercise in Fig. 1 (signature and field names abbreviated).
It contains 3 paths, with incorrect and correct interleaved attempts to both
challenges (specl and spec2). The target challenge in each state is the one not
greyed-out, green and red nodes represent correct and incorrect submissions,
respectively, and the blue node is the root model shared by the instructor?.
This will result in the two graphs in Fig. 5, with node and transition frequency
identified by line thickness. Notice the normalization before merging, here just
the name of the quantified variables. Notice also that there may be more than
one semantically equivalent valid solution per challenge.

2 This strategy may not hold for other kinds of Alloy4Fun challenges, in which case
additional annotations could be used to identify the submission predicate.

3 Technically, paths can branch if a student backtracks to a previous model. This
phenomenon was negligible in the dataset, and does not affect the general procedure.
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pred specl {
all x:P | some ps.x }

pred specl {
all x:P | x in U.ps }

pred spec2 { pred spec2 {

all x:U,y:I | y in x.fl1 } all x:U | I-x in x.fl }
pred spec2 { pred spec2 {

all x:U,y:I | x in y.f1 } all x:U,y:I-x | y in x.f1 }

Fig. 5. Hint graphs resulting from the derivations in Fig. 4

pred specl { pred specl {
}

all x:P | one ps.x }

pred spec2 {
b

4.2 Finding the Optimal Next State

The hint generation algorithm runs on demand when a student requests a hint.
After locating the student’s submission in the hint graph of the target challenge,
the current state, the algorithm searches for the optimal path—according to the
defined criterion—from it to any correct formula, the goal state. The first edge
of this path indicates the transition the student should make to progress toward
the goal, the next state that will be used to create the hint.

As discussed in Sect. 3, several criteria have been proposed to define the opti-
mal path. Our goal was to keep the path finding process as general as possible,
so we allow the instructor to define the desirable policy. This is done through the
definition of a weight function on the edges of the graph from a set of available
attributes. These attributes may be data-driven—mnamely the (relative) popular-
ity of the edge in the source state, and the popularity of the source and target
states—but also syntactic—namely the complexity of the edge transformation
and the source and target formulas. The complexity of the states is given by
the size of the respective AST. For the complexity of the edge, recall that a
transition between states may encompass several actions between two successive
submissions from the student. We measure the complexity of the edge as the tree
edit distance (TED) between the two states, calculated using the state-of-the-art
algorithm APTED*.

Given the weight function on edges, the optimal path is calculated through
a simple shortest path algorithm for weighted graphs.

4.3 Hint Message Generation

The next-step hint is generated from the optimal path. We consider two aspects
to create the hint message: how far the student is from the optimal solution,
based on the TED between the current and the goal states; and the sequence
of edit operations between the current and the next states. To calculate this
sequence, we use an implementation® of GumTree [9], which calculates a mapping

* https://github.com/DatabaseGroup/apted.
5 https://github.com/GumTreeDiff/gumtree.
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all all
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Fig. 6. Example of AST edit operations.

between AST nodes and uses the Chawathe et al. [5] algorithm for computing the
edit sequence. The result is a sequence of inserting, deleting, or moving nodes,
or updating a node’s label. Since there may be dependencies between these edit
operations, currently we select the first operation of the sequence for the hint.
To translate an edit operation to a hint we use a message template for each
operation type. The messages try to simulate what a teacher would say to a
struggling student, and contain placeholders for operator-specific information
that can be tailored for the Alloy language.

Consider, e.g., transforming all p:Photo-Ad | some posts.p, incorrect for
specl, into the correct all p:Photo | one posts.p, shown in Fig.6. This
requires 4 operations: move node Photo up, delete nodes - and Ad, and update
node some to one, resulting in a TED of 4. The resulting hint message looks
like this: “Keep going! It seems like you have unnecessary information in your
expression. Try simplifying your expression by deleting the difference operator

(-).”.

4.4 Handling Missing Hits

A pure data-driven approach fails for formulas absent from the historical data.
To improve efficacy, one can construct paths from a previously unseen state until
one already in the graph. To this purpose, we enhance our data-driven approach
with a mutation-based component. Whenever a request does not exist in the
graph, we generate variants according to a set of mutators. If a variant happens
to already exist in the graph, a temporary edge from the current state to that
variant is added with popularity 0, thus connecting the previously unseen formula
to the graph and enabling the pathfinding procedure. These mutators—which are
comprised by multiple edit actions—represent typical high-level transformations
applied to a formula. In particular, we rely on the mutators proposed by TAR [4],
which were specifically designed for the Alloy language. Currently, this process
is restricted to a single mutation to avoid reaching a path too distinct from the
student submission.
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sig User {
follows : set User,
posts : set Photo

sig Influencer extends User {}
sig Photo
date : one Day

sig Ad extends Photo {}
sig Day {}

©CONOUIBWN
- -~

pred specl {
N all p:Photo=Ad | some posts.p

pred spec2 {
}

Command : |check specl v

> O & w3

Execute Hint Share Statistics Derivations

model

Counter-example found. check specl is invalid.

Fig. 7. Hint provided for incorrect submission to specl in extended Alloy4Fun

4.5 Deployment in Alloy4Fun

The proposed approach was implemented as a REST service, and we imple-
mented an extension to the Alloy4Fun platform that uses the service to auto-
matically provide hints to challenge attempts®. A new button was added to the
interface that allows users to request a hint when an incorrect specification is
submitted to a challenge. If the tool is able to generate a hint, it highlights a
location in the editor and provides an explanatory message. This is shown in
Fig. 7 for the example used in Sect. 4.3.

The service was implemented in Java—to take advantage of the Alloy Analyzer
parser and AST—using the Quarkus framework. The hint graphs are stored in a
new collection for the MongoDB database of Alloy4Fun. The weight function that
determines the policy is provided through a JSON file that defines an arithmetic
expression over the complexity and frequency attributes presented in Sect. 4.2.

Although optimal paths could be calculated live from the graph whenever
a hint is requested, in practice, to make hint generation as fast as possible, we
pre-compute the optimal next state for every state of the graph offline. When a
hint is requested, it is just a matter of fetching the next state from the graph.

5 https://github.com/anaines14/Alloy4Fun.
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Table 1. Statistics for the considered exercises

Exercise Id |Challs.|Specs. Syntatic/ Training|Testing
Social Network SN|8 22690 14943 10428 |2793
Courses Coll5 2251614911 10431 2418
Train Station TS|10 8158 6388 4394 1331
Production Line PL|10 8078 6058 4156 1102
Trash LTL TL/19 5279 (4352 2788 890
Classroom FOL CF14 5893 4376 2702 663
Classroom RL CR[14 6341 (4248 2474 687
Trash RL TR|9 4361 3059 1530 347
Trash FOL TF|9 4092 2719 1425 194
Graphs Gr|7 3211 2481 1281 370
Labelled Transition System TS|6 3382 2076 995 393
Curriculum Vitae Cvi4 1199 (854 596 218

Table 2. Quantitative evaluation results, all times in seconds
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Table 3. Incorrect specifications selected for the questionnaire

Spec [Id |Incorrect

speclIlalall p:Photo | some u:User | u—p in posts
Ilblall p:Photo | p in User.posts
Ilcjall p:Photo,u:User | p in u.posts

spec2|I2aall i:Influencer,u:User | i in u.follows
I2bjall u:User | Influencer in u.follows
I2cjall u:User | u.follows in Influencer

5 Evaluation

We evaluate the proposed hint generation technique quantitatively—addressing
its effectiveness and efficiency—and qualitatively—comparing the generated
hints with those suggested by experts. Specifically, we aim to answer the fol-

lowing research questions:

RQ1 How effective is the tool when a hint is requested, i.e., how often can it

generate a hint?

RQ2 How efficient is it in the various steps of the process, i.e., how long does it
take to construct the graph and to generate a hint?
RQ3 How does it compare with repair-based approaches?
RQ4 What is the quality of the generated hints, and what is the impact of the

specified policy?

Table 4. Most popular answers by expert Alloy tutors

Id Most popular location #|Most popular hint #
Ilasome u:User | .. 8 [Update @ some u:User | .. 8
Ilball p:Photo | .. 3 [Update @ .. in .. 2

Update @ all p:Photo | .. 2
Ilclall p:Photo,u:User | .. 7 [Update @ all p:Photo,u:User | .. 5
I2alall i:Influencer,u:User | ..4 Delete @ u:User 2

Update @ all i:Influencer,u:User | ..2

Insert @ all i:Influencer,u:User | .. |2
I2b|Influencer 5 [Insert @ Influencer 4
I2c|.. in .. 6 [Update @ .. in .. 5
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5.1 Quantitative Evaluation

For the quantitative evaluation, we applied our technique to the Alloy4Fun
dataset [15], which contains data for multiple exercises (each with multiple chal-
lenges). It contains about 66 000 syntactically correct student submissions to 12
different exercises, collected over 4 years. Table 1 shows the number of challenges
per exercise (Challs.) and the aggregated statistics. The dataset was split into
a training subset to construct the graphs and a testing subset to evaluate the
performance. We split full paths in the dataset randomly 70%/30% (rather than
splitting individual submissions, since our approach is based on previously tra-
versed paths). Each entry in the testing subset was then run for a hint request
in the purely data-driven technique, in the version that employs mutations for
formulas absent in the graph, and also in the existing repair-based approach
TAR with a maximum search depth of 2. All tests were performed on a com-
modity Intel Core i5-13600KF, with 32 GB of RAM. Timeout for requests was
set to 1 min since timely feedback is critical in the educational context. Table 2
summarizes the results.

Regarding RQ1, Table 2 shows the hit rate (i.e., the number of specifications
for which the tool was able to return a hint) for the purely data-driven and the
mutation-enhanced versions. The hit rate of the former ranges from 19% to 56%,
with a total average of 39%. Interestingly, the exercises with higher hit rate are
not among those with the largest number of specifications in the historical log,
which is possibly connected to the complexity of the challenges. Nonetheless, this
hit rate will only increase as the exercises collect more submissions. Activating
the mutation component for missed requests considerably increases the hit rate
to an average of 57%.

For RQ2, we start with the graph construction step. Table 2 aggregates the
results for each exercise, namely the number of unique formulas resulting in
graph states, and the time to construct the graphs (T¢) and to compute the
optimal next state (7). The selected weight function did not affect the per-
formance significantly (shown values are for minimizing transition complexity).
Results show that the whole process takes a few minutes for the exercises with
more submissions, which is reasonable since this construction is expected to be
performed sporadically offline. Regarding the hint generation step, Table 2 also
shows the average time to generate a hint for both approaches (Ty). For the
data-driven approach, this time is negligible for all exercises (recall that we pre-
calculate the optimal next state offline). When enhanced with mutations, there
is an expected increase on time, although still below 1s in average. This makes
the technique feasible in answering live hint requests.

Regarding RQ3, Table 2 also shows the hit rate and time to retrieve a hint
for TAR. The hit rate seems less predictable, ranging from 9% to 87%, with an
average of 30%, well below our approach. Interestingly, the number of formulas
for which both our data-driven approach and TAR can generate hints (Cmn.) is
very small, suggesting that these approaches are complementary. As expected
TAR takes considerably longer to generate a hint, with an average of 27's, since
it is search-based and calls the solver to validate potential solutions.
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5.2 Qualitative Evaluation

To evaluate the quality of the generated hints (RQ4), we asked experienced
Alloy instructors how they would suggest a next-step hint for a set of incorrect
specifications. For each of the two challenges from Fig. 1, we selected 3 frequently
submitted incorrect specifications, shown in Table 3. We created a questionnaire
that asked for hints in the shape of a target location and an edit operation
(insertion, removal and update). We sent the questionnaire to 12 Alloy instructors
unrelated with this work, and received 8 replies. We observed that, except for
one case (I1a), the experts did not select the same next-step hint, highlighting
the difficulty of automatically generating hints. Table 4 shows the most popular
answers by the experts, both by location only by the whole hint (i.e., location
plus edit operation).

Our approach allows policies to be customized through weight functions. To
compare the answers of the experts with the results of our approach, we designed
a few simple weight functions, some considering only the complexity of nodes
(Cmpy) and edges (Cmpg), and others only the frequency of nodes (Frqy)
and edges (Frqg). We also considered a couple of policies that combined these
syntactic and data-driven attributes. For this evaluation, we do not consider the
mutation-enhanced version of the technique, as we intend to evaluate the quality
of the data-driven approach. For each policy we counted in how many of the 6
incorrect specifications the generated hint: i) was selected by any expert, and
it) was among the most popular answers by the experts. We consider whether
there was a match only on the identified location or in the whole hint. Table 5
shows the results.

Interestingly, results show that looking uniquely at the complexity of the
edges (TED) results in hints closer to the experts than the purely data-driven
policies. However, the best results are actually when considering both kinds of
attributes simultaneously: with Cmpg and Frqg every hint generated was one
also suggested by some experts, and often one of the most popular.

Table 5. Matches between hints generated by policies and expert hints

Policy Location|Loc.+Op.
Any Pop./Any Pop.
Cmpn 3 3 3 3
Frqn 2 2 2 2
Cmpg 5 3 4 2
Frqg 4 3 |4 2
Cmpn X Frqel6 4 5 3
Cmprg X Frqel6 5 6 3
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6 Conclusion

This paper presented the first data-driven hint generation technique for I'TSs for
learning formal specifications, namely for the Alloy language, and its implemen-
tation in the Alloy4Fun platform. The data-driven technique is complemented
with a mutation-based component to handle absences in the historical data.
Our evaluation shows that our approach outperforms an existing repair-based
technique, and that with the right policy the generated hints can emulate those
provided by experts.

Our expert questionnaires included an open question where most experts sug-
gested feedback in shapes other than next-step hints, such as explaining the issue
with the incorrect specification. Some studies suggest next-step hints accompa-
nied by self-explanations can improve learning [20], but studies also find hints
explaining issues are not well-received by novices [6]. Further studies are needed
on how to implement these effectively. On the other hand, the quantitative eval-
uation showed a small overlap between the cases successfully handled by the
data-driven and the repair-based approaches, suggesting that hybrid approaches
may be worth exploring.
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Abstract. We present a new SAT backend for the B-Method to enable
new applications of formal methods. The new backend interleaves low-
level SAT solving with high-level constraint solving. It provides a “bare
metal” access to SAT solving, while pre- and post-calculations can be
done in the full B language, with access to higher-order or even infinite
data values. The backend is integrated into ProB, not as a general pur-
pose backend, but as a dedicated backend for solving hard constraint
satisfaction and optimisation problems on complex data. In the article
we present the approach, its origin in the proof of Cook’s theorem, and
illustrate and evaluate it on a few novel applications of formal methods,
ranging from biology to railway applications.

1 Introduction

The B-method [1,2] is based on predicate logic, arithmetic and set theory. Par-
ticularly when using Unicode symbols, its core syntax is very close to standard
mathematical notation. The PROB validation tool [29] for B can bring this math-
ematics to life [28]. We have been using this fact to develop a variety of interactive
teaching materials for an undergraduate theoretical computer science course, in
particular via Jupyter notebooks [15]. In many cases the mathematical formulas
in the course script [36] are valid B formulas or need only minor adaptations.
These notebooks! cover topics like finite automata, automata determinatisation
and minimisation, parsing algorithms, Turing machines, various Godelisations
and conversions of grammars to automata models and back.

In the summer of 2023 we have covered for the first time Cook’s theorem
[8] in more detail and developed an accompanying B model for it. Cook’s the-
orem states that SAT solving (satisfiability of propositional logic formulas) is
NP-complete. The proof shows that a successful run of a non-deterministic Tur-
ing machine (solving a given NP-problem) can be modelled as the solution of
a propositional logic formula. The translation rules to SAT in [8] and [36] are
written as quantified logic formulas (using universal and existential quantifica-
tion over time points, tape contents and states of the Turing machine). These

! Some of the notebooks are available at:
https://gitlab.cs.uni-duesseldorf.de/general /stups/prob-teaching-notebooks.
© The Author(s) 2025

A. Platzer et al. (Eds.): FM 2024, LNCS 14934, pp. 122-139, 2025.
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formulas can be encoded elegantly in B, and we could take them almost verba-
tim from the script of the lecture [36] to develop a B encoding of the proof.?
As we will see in Sect. 2, one can thus visualise solutions of the translated SAT
problem, giving students a better intuition about Cook’s theorem. In the process
of formalisation, we also found a few subtle mistakes in the script [36].

More importantly, however, is the realisation that this mathematical style of
describing a SAT problem is useful for other, new applications of formal methods
we were working on (from biology, data mining and railways). This led to the
development of the new solving backend B2SAT. B2SAT intertwines the solving
of high-level, higher order B predicates with solving “bare-metal” SAT problems.
When applied to the B encoding of Cook’s theorem it creates and solves exactly
the SAT problem described in [8,36] and translates the SAT solution back to B.

In the rest of the paper we first show more details about Cook’s theorem
and how to describe the underlying SAT problems in predicate logic. We then
describe the technique and implementation of our new solving backend B2SAT.
We show that B2SAT has applications for complex constraint solving and opti-
misation tasks, enabling convenient modelling in B, TLAT or Z and effective
solving in SAT. For some applications at least, it is considerably more efficient
than existing solvers for B, TLA™T or Z.

2 Cook’s Theorem in B

Cook’s theorem [8] states that SAT solving is NP-complete. The theorem is still
important 50 years after, see, e.g., [34].

Recall that a set A of words is in NP if there is a non-deterministic Turing
machine M4 which accepts A in polynomial time. The proof of NP-hardness in
[8] shows that accepting computations of M4 for a particular input  correspond
to solutions of a propositional logic formula F,.. The formula F), is derived from
z and the Turing machine M 4. Nowadays we would call this process bounded
model checking of the Turing machine M 4. Indeed, the number of computation
steps of the Turing machine is bounded by some polynomial 74 over the size
of the input. As such, the reachable cells of the Turing machine’s infinite tape
are also bounded for a given input x, making it possible to encode the whole
computation as a propositional logic formula.

We now present a B encoding of the core of the proof, based on encoding
the translation rules deriving the SAT formula F, from M4 and the input z.
We here assume that M, is a Turing machine with one tape. The translation
rules to SAT are represented as predicate logic formulas; these formulas can be
encoded elegantly in B, and are taken almost verbatim from [36].

A Turing machine consists of a working alphabet I', containing the input
alphabet X' and the blank symbol, a set of states S, an initial state zp, and a set
F C S of final states. In addition we have the transition relation § € (S x I') <
(S x I' x Dir), where Dir = {L, R, N} is the set of possible head movements

? The major adaptations were changing A, g ¢(i) to Vi.i € S = ¢(i) and \/,_g #(i) to
Fi.i € S A ¢(i) and expressing “exactly-one” constraints as cardinality constraints.
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(left, right, neutral). Here, (z,y) — (2,y’,d) € 6 means that if the machine is
in state z € S and the tape contains the symbol y € I' at the head position,
then the machine can change its state to 2/, write 3’ at the current tape position
(overwriting y) and move its head according to d. Note that we model ¢ here as
a relation, and the Turing machine can be non-deterministic.

We now assume that M accepts a set A € NP (i.e., a problem in NP). Hence
the number of steps for accepting an input z € A is bounded by some polynomial
m. Hence, we model the set of time points Time = 0 .. w(n) where n is the size
of the input x. In that time span the Turing machine can move only a bounded
number of steps left or right, hence we have a set of reachable tape positions
Pos = —m(n) .. 7(n)

We can specify the set of valid computation paths of the Turing machine
which accept by the formula F;.. The propositional logic variables of F,, depend
on the size of the input x and are modelled as these three total functions in B:

— state € Time x States — BOOL, encoding the state of the Turing machine
at each time point t € Time,

— head € Time x Pos — BOOL, encoding the position of the head on the tape
at each time point,

— tape € Time x Pos x X — BOOL, encoding the contents of the tape at each
time point.

The formula F, is a conjunction S A K AU1 AU2 A E of the following five
subformulas, which we partially describe below:

S The initial condition specifying that head(0,0) = TRUE, state(0,20) =
TRUFE and the intial tape contents.
K A correctness condition stating that the Turing machine
— can only be in a single state:
Vit.(t € Time = card({s | state(t,s) = TRUE}) = 1),
— have a single head position and symbol at every tape position.

Ul Updating the state, head position and the tape’s contents at the head.

U2 the Frame axiom, stating that tape contents not at the head remain
unchanged: Y(t,i,a).(t € Time™ ANi € Pos Aa € I') = ((head(t,i) =
FALSE Atape(t,i,a) = TRUE) = tape(t+1,i,a) = TRUE))) where Time*
is all but the last time point.

E ensuring we reach a final state:
3s.(s € Final A state(w(n),s) = TRUE).

Parts of the B model can also be found in Fig. 2. Ul is the most complicated
formula, and was not written out in [8]. U1 contained four mistakes in [36], which
were undetected for at least 15years. E.g., [36] did not ensure that we do not
step outside the set of modelled positions.

We can now bring this formula to life by letting PROB find solutions for
state, head and tape which satisfy F, for a particular Turing machine and a
particular input. In Fig. 1 we show the graphical rendering® of one such solution

3 The B model and an HTML export of this visualisation can be inspected at https://
stups.hhu-hosting.de/models/B2SAT.
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for a Turing machine with 4 states® the input “100” (1 is green, 0 is red and
BLANK is white) and modelling 16 computation steps (from left to right).

The B model can now be used to show the students the importance of the
various subformulas of F},. For example, Fig. 1 on the right shows what happens
when we drop the frame axiom U2, meaning that untouched tape contents can
change willy-nilly at each step.

state(t,s)  head(t,7) tape(t,i,a) state(t, s) head(t,i)  tape(t,i,a)

Fig. 1. Two solutions of F,, showing SAT variables for state, head and a condensed
view of tape. Time ¢ progresses from left to right in each case. The SAT problems have
1664 variables. For the right the frame axiom U2 was removed from Fj.

As we have seen, PROB’s default solver can solve and visualise our B model
in Fig. 1, and thus implicitly solve the underlying SAT problem. The underlying
SAT problem in Fig. 1 has 1664 variables and a solution is found in about two
seconds (when increasing solver strength preference to ensure cardinality con-
straints are all reified, cf. [18]). But PROB is not a dedicated SAT solver, and
will certainly struggle for larger underlying SAT problems.

PRrROB also provides other constraint solving backends. In particular, PROB’s
Kodkod backend [35] translates B models to SAT via the Kodkod library [41]. It
is an ahead-of-time static translation for a first-order subset of B, which unfortu-
nately fails here, in particular because J is not a binary relation. So this backend
is not applicable to our encoding of Cook’s theorem. Unfortunately, we were
also not able to successfully apply PROB’s Z3 backend [37] here. (We provide a
detailed discussion of these backends in Sect. 6.)

So, given that our B model actually specifies the generation of a SAT formula,
wouldn’t it be nice if we somehow could generate F, on the fly in B and then
call a dedicated SAT solver on F,7

This is exactly the contribution of this paper: a technique to process the
above B model by a combination of PROB’s default solver with a dedicated SAT
solver. The approach enables one to use the full power of B, including higher-
order functions and relations, during pre- and post-processing, while still using
a propositional logic SAT solver for the core solving. Figure 2 shows parts of the
B model, highlighting in green the parts that were expanded and translated for
the SAT solver and in red the parts that were fully processed by PROB’s solver.

4 Implementing adding 1 to a binary number; but the output is of no relevance here.
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Final < States A
& € (States x Alphabet) o (States x Alphabet x Direction) A

A
// the total functions which map to propositions of the SAT problem
A
26 A

29| Formula_K A
38| Formula_S A
31| Formula_U1 A

33| Formula_E A

34| btrue

35 |DEFINITIONS

36| Formula_K == // Correctness: for every computation step there is a single state, position and symbol per tap
e position:

37| Vt.(tETIME = card({s|state(t,s)=TRUE})=1) A

38| Vt.(tETIME = card({p|pEPOS A head(t,p)=TRUE})=1) A

39| V(t,p).(tETIME A pE€POS - card({s|tape(t,p,s)=TRUE})=1);

41| Formula_S == // Coding of the start state of the Turing machine

42| state(@,z0) = TRUE A

43| head(@,8) = TRUE A

44| Vi.(i€-pn..-1 = tape(®,i, 0") = TRUE) A

45| tape(®,8,I) = TRUE A tape(®,1,0) = TRUE A // initial word "I0" is on the tape
46| Vi.(i€2..pn - tape(®,i, 0’ ) = TRUE);

48| Formula_Ul == // Transition Relation 1: delta
49| V(t,s,i,a).( tETIMEL A s€States A iEPOS A aEAlphabet

50 // t:TIME1l: condition is new wrt course notes to ensure WD

51 -

52 ((state(t,s)=TRUE A head(t,i)=TRUE A tape(t,i,a)=TRUE)

53 =

54 3(s2,a2,y).( (s,a)~(s2,a2,y)€6 A

55 i+offset(y)EPOS A // new condition 4.1.2024, otherwise head test below is not WD
56 state(t+1,s2)=TRUE A

57 head(t+1,i+offset(y))=TRUE A

58 tape(t+1,i,a2)=TRUE))

591);

60

61| Formula_U2 == // Transition Relation 2: Frame Axiom: untouched tape contents remain unchanged
62| V(t,i,a).( tETIMEL A i€POS A a€Alphabet

63 -

64 ( (head(t,i) = FALSE A tape(t,i,a)=TRUE)

65 = tape(t+1,1,a)=TRUE

66 )) s

67

68| Formula_E == // we reach a final (End) state

69 3s.(sEFinal A state(pn,s)=TRUE);

78| // We assume that there is a self-loop on end states,

71| // i.e., if we reach an end state at some earlier time point we stay in it until the simulation end

Fig. 2. B2SAT Translation Coverage Feedback in PROB: green parts were translated
to SAT, red parts were processed by regular constraint solving

3 The B2SAT Approach

The B2SAT approach is not an ahead-of-time translation to SAT like [35] or [21],
but a dynamic translation during solving with PROB’s default solver.

PRrROB’s default solver is written in Prolog and scales to very large and com-
plex data values. It has good deterministic propagation and is ideal for anima-
tion and data validation [30]. The boolean part of PROB’s solver is inspired
by [19,20], but is not based on CNF and is not using watched literals. More
importantly, it unfortunately has no clause learning and conflict analysis.

The essence of the B2SAT approach is to intertwine a B to CNF conversion
algorithm with PROB’s constraint solver. PROB’s constraint solver thus runs
both before and after a SAT solver is called on the CNF conversion. PROB’s
solver can thus be used to expand quantifiers and pre-compute complex expres-
sions, without which a SAT conversion would be impossible. The solver can also
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run after a SAT solution has been found, to check additional constraints, perform
additional computations (e.g., for visualising the result) or drive optimisation.

The approach is depicted in Fig. 3 and consists of the following phases:

the deterministic propagation phase(s) of PROB’s solver: it performs deter-
ministic propagations and can expand quantifiers and total functions. It actu-
ally consists of two phases: in the first one it tries to generate only fully known
values and tries to represent known sets as AVL trees [22] for efficient lookup.
The second phase is still deterministic, but can also generate partially known
values (like our total functions state, head and tape).

a compilation phase, whereby static values are inlined. PROB’s compilation is
normally used for symbolic values (like infinite functions), creating a closure
where all referenced values are inlined. This closure can then be evaluated
later, without having access to the original state. Here we perform the com-
pilation explicitly to simplify the formulas, in order to enable the next phase.
the B to CNF conversion proper, which can translate a subset of B to proposi-
tional logic in conjunctive normal form. This phase currently supports: equal-
ities and inequalities between boolean variables and constants, all logical con-
nectives and some cardinality constraints (see below). Subformulas that can-
not be solved are sent to PROB’s default solver and linked to the CNF via
an auxiliary propositional variable.

solving phase, where the generated CNF is sent to an external SAT solver.
propagation of the SAT solution to B, by progressively “grounding” the B
values and predicates linked to the propositional variables.

complete constraint solving, solving the pending constraints in B by now
performing the regular non-deterministic propagations and enumerations of
PROB. In case of failure, we backtrack and add additional SAT constraints
to prevent the unfruitful solution.

Let us look how this works on this simple formula (cf. Fig. 3)

fe€l.n—BOOLAn=3Af(1)=TRUE A (Vii€2..n= f(i)# f(i—1)):

in the deterministic phase the value of n is set to 3 and the value of f is par-
tially computed to the set {1 — F1,2+— F2 3 +— F3}, where F'1, F2, F3 are
Prolog variables. The universal quantifier is also expanded into two conjuncts
£(2) # £(1) and £(3) # £(2).

the remaining formula is compiled, inlining the values for f and n and pre-
compiling the function lookups. This results in the formula F1 = TRUE A
F2+# F1AF3+#F2.

the formula is translated into a CNF over the propositional variables F'1, F2,
F'3 resulting in five clauses {F'1,~F2V -F1,F1V F2,-~F3V -F2, F2V F3}.
this CNF is sent to a SAT solver, which computes the model F'1,-F2, F3.
this model is propagated to B, transforming the partial value of f into a full
value {1 — TRUE,2 — FALSE,3 — TRUE}.

in this case no further constraint solving is required. For example, if we had
an additional conjunct m = card(f > { TRUE}) this would be computed in
this phase, resulting in m = 2.
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partially instantiated solution
(F1,F2,F3 are variables)

global solution

n=3 A
=
{1~ TRUE,
2 » FALSE,
3w TRUE}

SAT
Solution

(1) = TRUE F1
f(2)a=f(1)F> F2 = F1 P ~F2v-aF1 L -
v F1vF2

- F2
N - F3v-F2
vi.(ie2..n 2 vE3 4 F3

f(3) # (2 F3#F2 | ro-ooono e
©=@ i Unsatcore/ i, backtracking

|_negated solution !

ProB Deterministic Compilation CNF SAT ProB Non-Deterministic
Propagation /Inlining Conversion Solving Propagation

Fig. 3. Solving Process Illustrated on an Example

Calling the SAT Solver. To send the CNF to the SAT solver we build on
the Prolog interface to MiniSat from [7]. This interface was ported to SICStus
Prolog by Sebastian Krings and adapted for recent versions of the Glucose SAT
solver 4.0.° We are also working on targeting other SAT solvers, e.g., Kissat. Note
that we call the SAT solvers directly on the generated CNF, without overhead.
We have also extended our Z3 interface [37] to be able to send and solve SAT
formulas in CNF (rather than SMT formulas).

Cardinality Constraints. The new B2SAT backend is of particular interest
for finding solutions to complex constraints. In many of these cases one wants to
minimize an objective function, often in the form of minimizing or maximizing
the cardinality of a set. Also in Sect.2 we required cardinality constraints for
the subformula K in Cook’s theorem.

To enable these uses of B2SAT the CNF conversion phase supports con-
straints of the form card({z,...| P})o Expr where o € {<, <,=,>,>}. For this
conversion to work, we need to be able to extract a finite set of distinct candi-
dates for the set {x,...| P}. This works by re-using the quantifier instantiation
technique used above, expanding Jz.(P) into a disjunction, and checking that
each disjunct corresponds to a unique candidate element of the set.

For example, let us examine the formula f € 1.3 — BOOL A f(1) =
TRUE A card({ili € 1..3 A f(i) = FALSE}) = 1. As above, we would gen-
erate three propositional logic variables F'1, F2, F'3 for the contents of f. In
this case quantifier expansion will create three candidate disjuncts for the set
{i|t € 1..3Af(i) = FALSE}: f(1) = FALSE, f(2) = FALSE and f(3) = FALSE.
This gets translated into three propositional logic literals —=F'1,—F2,—~F3. We

5 See https://www.labri.fr/perso/lsimon /research /glucose/.
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now have to encode that exactly one of these three literals is true, e.g., as follows
in CNF: {-F1V -F2V -F3,F1V F2,F1V F3,F2V F3}.

Once we have a list of candidates of a set S as propositional logic literals
Lq,..., L, we need to encode the various cardinality constraints:

— card(S) =0 or card(S) < 1 or card(S) <0 (empty set) is {-Lq,...,2L}.

— card(S) =k or card(S) > k (complete set) is simply {L1,..., Ly}

— card(S) < 0 or card(S) > k or similar unsatisfiable constraints: we generate
a contradiction {L}.

— card(S) > 1 or similar (at least one): {L; V...V Ly}.

— card(S) < k or similar (not complete set): {=L; V...V =Ly}

— for the other cases we generate a sequential counter, counting the number of
true literals among L, ..., Ly, as described in [23].

There are many works on how to encode cardinality constraints in SAT (e.g.,
[39,44]), but thus far we have fared well with the sequential counter encoding
recommended by Knuth [23].

Tooling Extensions. We have implemented several ways in PROB to interact
with the new solver backend. First, in the PROB console you have the new
commands :sat, :sat-z3, :sat-double-check and :sat-z3-double-check.
The first can be used to solve a predicate with Glucose, the second with Z3 [9]
as SAT solver. The last two commands double-check the solution using PROB’s
default solver. These commands are used in PROB’s integration tests.

Here is one of our examples in the console (started via probcli --repl):

:sat f:1..n --> BOOL & n=3 & f(1)=TRUE & !'i.(i:2..n => £(i) /= £(i-1))
PREDICATE is TRUE

Solution:
f = {(1|->TRUE), (2| ->FALSE), (3|->TRUE)} &
n=3

It is possible to use the command +:sat #file=FILE+ to load the predicate
from a file. We have also made our solver available within PROB’s Jupyter kernel
[15], as the following screenshot shows:

In [11]: :solve sat f € 1 ..n - BOOL A n =5

(1) = TRUE A

Vi-(i €2 ..n = f(i) # f(i - 1))
Out[11]: TRUE

Solution:

« f={(1 » TRUE), 2 » FALSE), 3 = TRUE), (4 = FALSE), (5 = TRUE)}
en=35

The backend can also be used to solve the properties (aka axioms) of B
and Event-B models by setting the SOLVER_FOR_PROPERTIES preference. This
preference can currently take the values: prob, sat, sat-z3, kodkod, z3, cdclt."

5 The default value is prob while kodkod will use Kodkod via [35], z3 the Z3 backend
[37] and cdclt a Prolog implementation of SMT solving [37].
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Here sat will use our new B2SAT backend using the default SAT solver (glucose)
and sat-z3 will use B2SAT with Z3 as SAT solver. This feature is also available
for the other state-based formalisms supported by ProB, e.g., TLA" and Z.7

4 Applications and Experiments

Dominating Sets. Dominating sets have various practical applications. In our
context, they are relevant in biological models of leaves (e.g., [40]) as well as for
data generation in railway topologies. Given a graph g C V' x V over set of nodes
V', a dominating set is a set of nodes D C V such that every node is either in D
or has a neighbour in D: Vn.(n € V\ D = 3d.(d € D An— dE€ g)).

We can encode the above formula for B2SAT. Currently, we still need to
rewrite our set D as a function to BOOL (in future we will remove this restric-
tion). To find a minimal dominating set we can add additional constraints
card({d | d € V AN D(d) = TRUE}) < b, trying to find smaller and smaller
solutions until we have found a minimal dominating set:

In [10]: :solve satz3 V={1,2,3} a g={1»2, 2»1, 2w3, 3w2} A DEV-BOOL A
vn.(n€V = (D(n)=TRUE or 3d.(d€V A D(d)=TRUE A n~d€g))) a
card({d|d€V a D(d)=TRUE}) < 2

Out[10]: TRUE
Solution:

« D = {(1 » FALSE), 2 —» TRUE), (3 —» FALSE)}
. V=1{1,2,3}
cg={1»2),2~ 1,2~ 3),3~2)}

For minimisation or optimisation one often resorts to cardinality constraints.
Here the minimisation was done by “hand”, but PROB also has a MINIMIZE
predicate which can be used to automate the process.

The above constraints can be solved with the default solver of PROB. How-
ever, for bigger graphs the problem gets exponentially more complex (finding a
minimal dominating set is an NP-complete problem). The left of Fig. 4 shows a
minimal dominating set computed by B2SAT for a larger graph, representing a
leaf, where the default solver’s runtime becomes intractable. In practical appli-
cations one often needs variations or extensions of the dominating sets concept:

1. instead of considering only the direct neighbours, one can go k hops before
reaching a dominating set element. D is then called a k-hop dominating set.

2. one may require additional properties of D, e.g., that it be connected. From
a connected dominating set one can extract a spanning tree.

The first one is very easy to express in B: simply apply the iterate operator
on g before applying the universal quantifier. Connectedness can also be easily
expressed. The right of Fig. 4 shows a minimal 1-hop connected dominating set
for the same graph. This example stems from a biological application, to study
suitable vein structures of leaves.

" A TLA" example is available at https://prob.hhu.de/w/index.php?title=B2SAT.
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Fig. 4. Non-connected and connected 1-hop minimal dominating set. Green nodes are
part of the dominating set. The graph represents a biological leaf. (Color figure online)

Similar issues can also appear in railway applications, e.g., for placing balises
on a track to ensure certain safety criteria. As a proof of concept, we have solved
an artificial problem on real data. We have used PROB to read in RailML data
of the Oslo main station. The import uses the expressivity of B, also performing
subsidiary rule validation [16]. The task was to place balises on the track which
ensures that a train must encounter a balise at least every three blocks. (A very
recent article [31] discusses related data generation problems for railML.)

With B2SAT we could produce a more efficient version of our time-tabling
tool [38]. We hope that our backend is also applicable to other verification tasks,
e.g., for interlockings. This is related to techniques like Prover iLock [3,4] or
HLL [5,13]. Our hope is to make such verification available while using the full
expressive power of B. We also want to address verification of B hardware models
[12,42], in particular the CLEARSY safety platform [27] (LChip).

Crowded Chessboard. The crowded chessboard is a more than 100 year old
problem from [10]. The purpose is to place a maximal number of chess pieces
on a board, so that no piece attacks a piece of the same kind. In [26] we tried
various approaches to solve the problem. In particular we developed a precursor
of the present work, integrating PROB with Kodkod differently than in [35].
While better than the SMT and CLP(FD) encodings in [26], the approach was
not very user-friendly (requiring explicit annotations) and considerably slower
than B2SAT: the solving time for n = 8 is 19s compared to 0.5s with B2SAT.
Note that our encoding is fully readable and is similar in performance to the
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direct SAT encoding from [26], while we can easily inspect, double-check and
visualise the solution using PrROB.

5 Experiments

Below we conducted an empirical evaluation of B2SAT.® Table 1 contains the run
times of our new backend. It shows times for pre-processing (quantifier expan-
sion) and conversion to CNF (second column), times for SAT solving proper
(with Glucose, column 5), and total solving times (including post-processing
and times from columns 2 and 5).

All benchmarks were run on a Macbook Air with M2 processor, 24 GB RAM
and version 1.13.1-betal of PROB compiled with SICStus Prolog 4.8.0. We used
73 in version 4.13.0.0 and Glucose in version 4.0. For the Kodkod backend we
also used Glucose as SAT solver to enable a fair comparison. All times are wall
times in milliseconds (ms) and the timeout was set at 20s (but B2SAT does not
yet support time-outs during the SAT solver runs).

The benchmarks contain the examples from above: bounded model checking
of the Turing machine from Fig.1 for 20 steps (TuringMachine_Cook_20), the
crowded chessboard puzzle for an 8x8 chessboard (CrowdedChessBoard), domi-
nating sets for leaves (DominatingSet_Middle), and balise placement on the Oslo
main station. We also included three pure SAT problems (blocksworld and uuf)
in B, to measure the overhead when writing SAT problems in B rather than
in CNF format. We have also included some benchmarks from the IDP-Z3 [6]
system, which we translated to B: queens, transitive closure, and pigeon hole.
The translation was straightforward. These IDP models use quantifiers instead
of natural B operators (e.g., perm for queens or closurel for the transitive clo-
sure), which would be considerably faster in B. Still, the models are a good way
to evaluate B2SAT, whose results are very good compared to the results on the
IDP-Z3 Github site.”

Other Backends. The comparison with other backends of PROB are in Table 2.
As one can see, the Kodkod backend [35] was only applicable to 5 of the 14
examples. Some of the examples can be rewritten to make the backend applica-
ble (see below). When applicable, however, it is often considerably slower than
B2SAT, including for the three SAT problems.

The default CLP(FD) backend of PROB can solve 7 out of the 14 examples.
The Z3 SMT backend can only solve 3 of the 14 examples; the treatment of
quantifiers and cardinality constraints is a weak spot of this backend. Z3 can
still be very useful as a SAT solver, as we explain below.

8 The benchmarks and a Makefile to run the benchmarks are available at:https://
zenodo.org/records/12180216.

9 https://gitlab.com/krr/IDP-Z3/- /blob/main/tests/Benchmark/results.md ~ (con-
sulted Feb. 8th, 2024): queens 14 5.8 s, queens 24 45.8 s, pigeon_.mx 100 2.8 s,
transitive_closure 50 66.9 secs.
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Table 1. B2SAT Backend of PROB: (1) B to CNF Pre-Processing, (2) Glucose SAT
Solving and (3) Total Walltime including Post-Processing

(1) B~ CNF (2) Glucose (3) Total
FILE Time (ms) Clauses/Vars |Time (ms)|Status/Time (ms)
pigeon_30 293 16590 (2670 |21 sat 327
transitive_closure_50 1476 15857 2450 9 sat 1501
queens_14 968 5838 196 |5 sat 988
queens_24 4828 30568 |576 |54 sat 4906
blocksworld1 2 953 116 |1 sat 176
blocksworld2 3 954 116 |0 unsat 169
uuf-250-016 3 1065 250 (1336 unsat [1573
DominatingSet_Middle_1t13/14 1506 790 |2 sat (34
DominatingSet_Middle_1t12/15 1407 740 |6 unsat |39
OSLO_no_card 50 288 288 |1 sat |78
OSLO_card_1t_135 67 59824 [30123(742 sat 838
OSLO_dom_edge_1t_181 36 100555 [50504{16064 sat  |16130
CrowdedChessBoard 401 25910 1133163 sat  [501
TuringMachine_Cook_20 6450 50333 111064/121 sat 6594

Table 2. Total Walltime for Solving with various Backends of PROB. M« stands for
unknown, v" for the correct result.

B2SAT Kodkod [Default |Z3 CDCLT
FILE Statusjms |Statms |[Statms |Statjms |Stat/ms
pigeon_30 sat 327 P& |21 v 396 P [2621 |V |9036
transitive_closure_50 sat 1501 pX |31 |v/ 6963 P |20988|v" |7178
queens_14 sat (988 P |15 v 9073 P |20164pH  |20095
queens_24 sat 4906 P |15 P& |20123p%  |20361p% 20085
blocksworld1 sat 176 |v 1114}y 221 |v |2334 v 387
blocksworld2 unsat (169 |v° 450 v 179 v 2031 |v' 346
uuf-250-016 unsat 1573 |v/ [6249p%  |20257|v"  |5421 p& |20567
DominatingSet_Middle_1t13|sat |34 |v" 939 |v* (92 pk 21504)v" [139
DominatingSet_Middle_1t12/unsat (39 v/ [732 P |20057pK  21419pX 20076
OSLO_no_card sat 78 P |33 ¢ 20081pH  |21294p {20079
OSLO_card_1t-135 sat 838 X [30 X |20064p% [21522p% {20103
OSLO_dom_edge_1t_181 sat  |16130p% |28 X |20116p% [21245p%  |20106
CrowdedChessBoard sat  |[501 P |25 P |20053pH  [20941pH {20098
TuringMachine_Cook 20 |sat  |6594 M 41 |V 8699 Pk [141 |V |10928
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Other SAT Solvers. To keep the tables readable, we have not included runtimes
when using Z3 instead of Glucose for B2SAT in Fig 1. For most smaller examples,
Glucose is much faster than Z3 (e.g., 21 ms vs. 231 ms for pigeon-30). This
is probably because the Prolog SAT interface based on [7] is faster than Z3’s
C++ interface. For complex examples, however, Z3 can be a useful alternative
SAT solver. For example, for OSLO_dom_edge_1t_181 it is four times faster than
Glucose. It is good to have a variety of SAT solvers at our disposal; especially
for optimisation, where solving time increases when we approach the optimum.

In summary, the tables show that for the benchmarks above, B2SAT is a
considerable improvement over existing backends, and opens up new application
areas for B. There is still a performance bottleneck in the compilation phase,
as can be seen in the queens, transitive closure and Turing examples in Table 1.
The overhead is due to partially instantiated data values having linear rather
than logarithmic access in PROB. We hope to reduce this overhead considerably
in the future, e.g., by also using AVL trees for partially instantiated values.

Tables1 and 2 are biased: we only study examples which can be solved by
B2SAT. Also, some benchmarks can be rewritten for Kodkod by replacing strings
with enumerated sets, rewriting functions to predicates, or adding additional
constraints to make the bounds finite or remove higher-order constructs by hand.
For example, by rewriting the pigeon_30 example and removing the higher-order
function it can be solved in 596 ms. The purpose of the experiments is to show
that there are applications where B2SAT is very effective; it is not to study the
performance for a representative set of benchmark programs.

6 Related and Future Work

Other B Backends. We can compare B2SAT with the backends from Table 2:

— PROB’s default solver is based on constraint logic programming. As men-
tioned, it scales to very large and complex data values and has been used
in industry for B specifications with up to 9 million lines of B. It has good
deterministic propagation, can deal symbolically with infinite values and is
well suited for animation and data validation. The boolean solver was inspired
by [19,20], but without watched literals. Also, there is no clause learning nor
conflict analysis.

— The CDCL(T) backend [37] is a Prolog SMT-style solver built on top of
PRrROB'’s default solver. It does have clause learning and conflict analysis, but
its performance as a SAT solver is far from state-of-the-art SAT solvers. It
is useful for symbolic verification tasks, but as Table2 shows not for the
constraint solving and optimisation tasks here.

— The Z3 SMT backend [37] is based on a translation of B to SMT-LIB. It works
better with unsatisfiable formulas than for model finding of satisfiable ones.
The backend is good for symbolic verification tasks, but has still considerable
restrictions (cardinality, quantifiers, finite B values often get translated to
infinite ones in SMT-LIB, ...). As such it is not suited as an animation engine
and as Table 2 shows not for the benchmarks here.
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The Apalache symbolic model checker [25] for TLA™ uses Z3 [9] as backend,
but with an encoding tailored for finite sets. As such it is better suited for
model finding. Indeed, we were able to solve a small dominating set example
in TLA* but not DominatingSet_Middle_1t13 from Table 1.1°

— The Kodkod backend [35] uses the Kodkod library [41] to perform an indirect
translation of B to SAT (via the relational logic API of [41]). When applicable,
it can be very effective and much more efficient than PROB’s default solver. It
has, however, limited applicability (no sets of sets, no higher-order relations
or functions, restrictions to binary relations).

The Kodkod backend [35] is the closest to our approach, and we want to
clarify the important differences:

— [35] is a static ahead-of-time translation on the AST (abstract syntax tree).
As such there is no expansion prior to translation, meaning we cannot use
many of B’s nice features (higher-order, ...) to set-up the constraints. B2SAT
is dynamic (just-in-time, e.g., after quantifier expansions) and can process a
mixture of AST and partially instantiated values.

— [35] can translate integers and more operators to SAT than B2SAT.

— There is an overhead in the generated SAT problem with [35] (see Table 2
for pure SAT problems).

— there is an issue with integer overflows in Kodkod, which is not easy to solve
(meaning the current backend [35] is not sound for cardinality constraints or
some integer membership constraints).

— [35] cannot deal with higher-order relations, nor with ternary relations (see
pigeon_30 in Table2).

Other Languages Translating to SAT. The Alloy analyzer [21] uses the
Kodkod library, and is again a static ahead-of-time translation to SAT. Arby
[33] is an embedding of Alloy into Ruby. One could thus write an Arby program
to expand the Turing machine from Sect. 2 into an Alloy model, which in turn
would get translated to SAT. Our approach is to use logic, mathematics and the
B language to set up SAT constraints (rather than a separate scripting language).

Answer Set Programming (ASP) [11] starts off from a logic program, which
usually (see [14]) gets transformed via a grounding phase to a SAT problem. ASP
builds on a non-monotonic semantics, while our approach is rooted in mathemat-
ical logic with classical monotonic negation and with access to theorem provers.

The Picat [45] logic-based language one can use SAT solvers for constraint
solving. A related approach is IDP-Z3 [32], based on inductive definitions rather
than logic programs. IDP-Z3 is a re-implementation of [43]. We have used some
IDP-Z3 benchmarks above. SMT-LIB itself, in particular when using eager solv-
ing, is also related to B2SAT. Apart from expressivity, a major difference is that
in B2SAT a separate constraint-based solver is driving the translation to SAT.
This increases the specifications that can be handled and the pre-processing that
can take place (see also [17]). Indeed, in the crowded chessboard example the
direct SMT-LIB solutions were not effective [26] (in contrast to B2SAT).

10 Apalache version 0.44.10 produced a StackOverflow error after 122s.
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Future Work. We wish to extend the subset of B which can be translated to
SAT (integer operators, finite-domain variables, sets,...). We also want to keep
track when propagation of a SAT solution fails in PROB, to then compute the
unsat core to add it as a learned clause. We plan to target other SAT solvers, like
Kissat. and would like to target SMT rather than SAT. As we saw in Table 2,
the current Z3 backend does not work well for model finding or optimisation. By
generating SMT-LIB without quantifiers this could be much improved.

In the future we wish to make the optimisation process more efficient. PROB
already has the functions MAXIMIZE and MINIMIZE, but we wish to use incre-
mental SAT solving and other algorithms from the SAT community [24].

In summary, we have presented a new bare metal SAT backend for B. We
have shown how it can be applied almost out of the box to a mathematical
rendering of Cook’s theorem. With our new backend one can use the full power
of B to pre- and post-process higher-order data and properties, solve and optimise
complex problems and use the B tooling infrastructure to visualise solutions and
double check solutions with other backends. We hope that this leads to readable,
maintainable and efficient SAT applications with state-based formal methods
like B, Z or TLA+. While this approach is certainly not a universal technique, it
enables a wide variety of new applications: graph matching for machine learning,
dominating sets for biological applications, hardware modelling and verification,
data generation for industrial railway applications, bounded model checking for
railway interlockings, and many more.

Acknowledgements. Thanks to Sebastian Krings for the initial port of the miniSat-
Prolog interface [7] to SICStus. I also thank Joshua Schmidt for enabling Z3 as SAT
solver and providing useful feedback on the article. Finally, thanks to Jan Roflbach
who is working to make more SAT solvers available for PROB.

Data Availability Statement. The models and instructions on how to run the
benchmarks are available at https://stups.hhu-hosting.de/models/B2SAT/ and in a
Zenodo archive with DOI 10.5281/zenodo.12180216. The latest version is available at
https://zenodo.org/doi/10.5281/zenodo.12166662.
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Abstract. We present PyBDR, a Python reachability analysis toolkit
based on set-boundary analysis, which centralizes on widely-adopted set
propagation techniques for formal verification, controller synthesis, state
estimation, etc. It employs boundary analysis of initial sets to mitigate
the wrapping effect during computations, thus improving the perfor-
mance of reachability analysis algorithms without significantly increasing
computational costs. Beyond offering various set representations such
as polytopes and zonotopes, our toolkit particularly excels in interval
arithmetic by extending operations to the tensor level, enabling effi-
cient parallel interval arithmetic computation and unifying vector and
matrix intervals into a single framework. Furthermore, it features sym-
bolic computation of derivatives of arbitrary order and evaluates them
as real or interval-valued functions, which is essential for approximat-
ing behaviours of nonlinear systems at specific time instants. Its modu-
lar architecture design offers a series of building blocks that facilitate
the prototype development of reachability analysis algorithms. Com-
parative studies showcase its strengths in handling verification tasks
with large initial sets or long time horizons. The toolkit is available at
https://github.com/ASAG-ISCAS/PyBDR.

1 Introduction

Reachability analysis, which mainly involves the computation of reachable sets,
is an essential tool for rigorously determining the behavior of dynamical systems
across different scenarios. It serves as the foundation for applications such as for-
mal verification [6,23,36], controller synthesis [29,34], and state estimation [1].
While the precise reachable set can be characterized using sublevel sets of solu-
tions to Hamilton-Jacobi (HJ) equations [13,27], the necessity of discretizing state
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Fig. 1. Reachability analysis based on set propagation techniques.

space for numerical solving, limit their applicability to high-dimensional dynamic
systems due to the escalating computational expenses linked to dimensionality.
These limitations have led the control community to prefer using approximate
strategies for reachability analysis, such as set propagation techniques [4].

The set propagation method, depicted in Fig.1, extends the numerical
solution of ordinary differential equations (ODEs) by using sets to represent
solutions rather than precise numerical values. This method commences from
an initial state set and iteratively computes sets to encompass all possible
system states, thus supports the verification of specific properties like safety
[3,9,12,16,17,22,30]. To expedite set operations, the method employs represen-
tations such as intervals, polytopes, and zonotopes to over-approximate the exact
reachable set. However, the cumulative error from successive iterations, known
as the wrapping effect [28], can lead to overly conservative state estimations,
particularly for large initial sets or large time periods, potentially causing ver-
ification failures. While partitioning the initial set or adjusting the step size
can mitigate wrapping effect errors, this simple strategy often incurs substantial
computational expenses, rendering it impractical for refining the conservative
estimates of existing reachability analysis algorithms. On the other hand, the
shared algorithmic structure of set-propagation methods often allows further
advancements to be built upon improving specific steps rather than overhaul-
ing the entire design. However, implementing such customized algorithms often
deviate from the primary objective of existing reachability analysis tools, which
prioritize user-friendly interfaces over the creation of developer-centric platforms
conducive to innovative algorithmic research and development.

In this work, we introduce PyBDR, our prototype toolkit for set-boundary-
based reachability analysis, developed in Python. PyBDR includes advanced
set-boundary propagation methods designed to enhance reachability analysis
capabilities, particularly for large initial sets and long time horizons. Based on
the homeomorphism property of the solution mapping for ODEs satisfying Lip-
schitz conditions, the set-boundary propagation method propagates only the
boundary of the initial set rather than the entire initial set itself to conduct
reachability analysis [37,38]. Because the measure (or, volume) of the bound-
ary is much smaller than the one of the entire initial set, the set-boundary
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propagation method will induce a smaller wrapping effect efficiently. Further-
more, to support algorithm development, we envision a paradigm where devel-
opers are empowered with a suite of accessible, modular, and versatile building
blocks, such as the design of Interval Tensors. These crafted blocks aim to facil-
itate and streamline the iterative refinement of innovative reachability analysis
algorithms. As illustrated in Fig. 2, the architecture of PyBDR features the fol-
lowing three core modules:

— geometric module: The geometric module enriches the toolkit by incor-
porating established conventional set representations such as intervals, poly-
topes, and zonotopes. It innovatively advances interval arithmetic to the ten-
sor level with the aid of a broadcasting mechanism. This advancement enables
the parallelization of operations and provides a unified framework for manip-
ulating vector intervals, matrix intervals, and interval matrices.

— dynamic module: In addition to supporting linear systems, the dynamic
module is specifically designed to manage nonlinear systems. It facilitates
arbitrary-order derivative evaluation through symbolic computation, thereby
enabling the approximation of nonlinear systems using Taylor series expan-
sions to arbitrary degrees.

— utility module: To assist in the implementation of reachability analysis
algorithms, we have encapsulated interfaces for commonly used optimiza-
tion methods and included a visualizer module for displaying computational
results.

In addition to a modular architectural design, we also conducted a compre-
hensive evaluation of potential programming languages aligned with our objec-
tives. Matlab, despite its prowess in matrix and symbolic computations, was
dismissed due to its reliance on commercial licensing conflicting with our commit-
ment to open-source principles. Similarly, while C/C++ offer high performance
exemplified by tools like HyPro [33] and Flow™* [16], their limited flexibility in
supporting academic research prototypes made them less suitable for our needs.
Although Julia shows promise in scientific computation, its relatively nascent
community and ecosystem compared to Python persuaded us to explore other
options. Ultimately, Python emerged as our choice not only for its user-friendly
syntax and support for rapid prototyping but also for its extensive community
and interoperability, crucial for integrating third-party resources in the develop-
ment of reachability analysis algorithms.

Related Work. Recent developments in reachability analysis have led to a
range of tools emphasizing different strengths. C/C++-based tools such as
SpaceEx [17] and Flow* [16] excel in efficient algorithms for both linear and/or
nonlinear hybrid systems. SpaceEx integrates diverse algorithms for linear sys-
tems, while HyPro [33] focuses on convex set representation similar to LazySets.
Flow* distinguishes itself with Taylor model approximation for nonlinear dynam-
ics. However, these tools often require compilation, which can slow down rapid
prototyping cycles.
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In contrast, tools like CORA [3] do not require pre-run compilation, offering
a wide range of algorithms for linear and nonlinear systems, including methods
based on zonotopes and interval arithmetic. Attempts to port CORA’s capa-
bilities to C++ have resulted in tools like CORA/SX and SymReach, which
demonstrate significant speed improvements in specific scenarios.

Python has also gained popularity in reachability analysis tools. HyLAA [§]
provides discrete-time reachability algorithms for linear hybrid systems, while
CommonRoad-Reach [24] combines a Python interface with a C++ core to com-
pute reachable sets and driving corridors for autonomous vehicles in dynamic
traffic, suitable for real-time applications.

Julia, known for its prowess in scientific computing, is exemplified by tools
like JuliaReach [11], which provides efficient algorithms for sophisticated, high-
dimensional problems. Despite Julia’s performance comparable to compiled lan-
guages, its ecosystem is still developing and not as extensive as Python’s.

The shift towards JIT-compiled or interpreted languages such as CORA,
JuliaReach, and HyLAA reflects their flexibility in prototyping, crucial for the
iterative development of algorithms. This trend underscores the community’s
preference for platforms that balance ease of use with computational efficiency.

The remainder of this paper is structured as follows. We in Sect. 2 detail the
architecture and features of PyBDR. In Sect. 3, we illustrate the performance of
our tool PyBDR. Finally, we conclude this work in Sect. 4.

2 Architecture and Features

2.1 Architecture

In this section, we present an integrated framework of our prototype tool
designed to enhance the computational processes involved in reachability anal-
ysis. The framework revolves around three core modules: the geometric module,
the dynamic module, and the utility module, as illustrated in Fig. 2. By leverag-
ing the functionality of these three modules, we have integrated the implemen-
tation of several reachability analysis algorithms [2,7,37,38]. These implemen-
tations not only facilitate code reuse for the development of advanced methods
but also showcase the tool’s potential in supporting the creation of innovative
algorithms.

Geometric Module. The geometric module of PyBDR offers various set rep-
resentations, including intervals, polytopes, and zonotopes, aiming to strike a
balance between computational efficiency and the precision of reachable set com-
putations. This module provides essential operations for arithmetic operations
among sets, such as Minkowski addition [21] and linear transformations. More-
over, the module supports geometric operations for converting between different
set representations and computing their enclosures. A significant feature high-
lighted in Fig. 3 is the boundary extraction interface. This interface enables the
over-approximation of the boundary of an entire set using a collection of smaller
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Fig. 2. Hierarchical module design in PyBDR. Solid arrows indicate functional depen-
dencies and essential modules are highlighted with a light blue fill. (Color figure online)

geometric entities, thereby facilitating set-boundary propagation based reacha-
bility analysis. To our knowledge, PyBDR is the first reachability analysis toolkit
to offer interfaces for boundary over-approximation of convex sets like zonotopes,
intervals, and polytopes.

Dynamic Module. The dynamic module of PyBDR supports the definition of
various types of systems, including continuous time-invariant linear systems, con-
tinuous nonlinear systems, and network-structured nonlinear systems. A notable
capability of this module is its ability to analyze the behavior of Neural Ordi-
nary Differential Equations (Neural ODEs) [14]. These systems adhere to home-
omorphic mappings and can incorporate control inputs, expanding the scope of
traditional reachability analysis methods.

Utility Module. The design of the utility module in PyBDR aims to offer inter-
faces for convex optimization problems tailored to diverse algorithmic require-
ments. Additionally, this module provides visualization functionalities that allow
for graphical display of computed reachable sets. These visualizations enable
users to intuitively analyze and evaluate the performance of the algorithm.

To provide a comprehensive overview of the advancements introduced by
our tool PyBDR in reachability analysis, we present a comparative summary in
Table 1. This table outlines the key characteristics of state-of-the-art reachability
analysis tools alongside those of PyBDR, emphasizing the unique features and
capabilities of our toolkit.
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Table 1. Comparison of reachability analysis tools
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Tool Supported |Principal |Language Additional |License Latest Release
Systems Set Repre- Features
sentation
PyBDR  |Linear Interval, Python |Boundary |GPLv3/2024/04/14
ODEs Polytopes, Analysis,
Nonlinear |Zonotopes Interval
ODEs Tensor,
Neural Symbolic
ODEs differentia-
tion
CORA Linear Intervals, MATLAB|Conversion [GPLv3/2024/07/01
ODEs Polytopes, Interfaces
Nonlinear |Zonotopes, with Other
ODEs Taylor Tools
Hybrid Models,
Systems Polynomial
Neural Zonotopes
Netoworks
JuliaReach Linear Zonotopes, |Julia Lazy Sets |[MIT [2023/08/30
ODEs Polyhedra,
Nonliear Taylor
ODEs Models
Hybrid
Systems
HyLAA  |[Hybrid Generalized [Python |Simulation |GPLv3|2019/08/01
Systems Star Repre- Equivalent
with Linear |sentation
ODEs
HyPro Nonlinear |Box, C++ Inexact and [MIT  [2023/09/06
Hybrid Polytope, Exact Com-
Systems Zonotope putation
Flow* Nonlinear |Taylor C++ Adaptive  |GPLv3[2017/03/09
Hybrid Model Technique
Systems

2.2 Features

Boundary Analysis. ODEs satisfying Lipschitz conditions ensure the unique-
ness of evolutionary trajectories from initial states. This property, illustrated
in Fig. 3, guarantees a boundary correspondence between the initial set and its
reachable set throughout the system’s evolution [37-39]. That is, the set reach-
able from the initial set’s boundary is equal to the boundary of the initial set’s
reachable set. Therefore, the boundary of the reachable set is determined by
the boundary of the initial set. A significant feature of our tool is its capability
to enhance existing reachability analysis methods by focusing on the boundary
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analysis of the initial set. To support this capability, we have developed boundary
extraction features for various common set representations.

Trajectory

| —»

| —1

Reachable Set

Fig. 3. Illustration of reachability analysis utilizing boundary analysis.

We offer two methods for boundary extraction, one of which utilizes the
intrinsic boundary solving algorithms internally to handle the extraction of
intrinsic boundaries for intervals and zonotopes [31], such as extracting 4 edges
of a rectangle characterizing a two-dimensional interval.

Additionally, we incorporate the method in Realpaver [18] for boundary
extraction. This method can construct a series of smaller boxes to closely enclose
the exact boundary of the initial set, as depicted in Fig. 3. By strategically reduc-
ing the size of these boxes, we aim to minimize errors introduced by the wrapping
effect. This meticulous selection of smaller boxes allows for a higher precision
characterization of the reachable set’s boundary, thereby reducing discrepancies
between the computed reachable set and the actual evolution of the system.
Figure4c demonstrates that computing the reachable set using these smaller
entities provides a more precise boundary approximation compared to results
obtained from analyzing the entire initial set directly. This approach offers a
more accurate solution for verification problems.

Listing 1. Third order Lagrange remainder calculation in PyBDR

1 # calculate the Lagrange remainder term of the thrid order in PyBDR
> xx = Interval.sum((ihx @ tx @ ihx) * ihx, axis=1)

uu = Interval.sum((ihu @ tu @ ihu) * ihu, axis=1)
. err_lagr = (xx + uu) / 6

Listing 2. Third order Lagrange remainder calculation in CORA

% calculate the Lagrange remainder term of third order in «
CORA

error_thirdOrder_dyn = interval(zeros(obj.dim,1),zeros(obj.<
dim,1));

for i=1:length(ind)
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error_sum = interval(0,0);
for j=1:length(ind{il})
error_sum = error_sum + (dz.'*T{i,ind{i}(j)}*dz) * dz«
(ind{i}(3));
end
error_thirdOrder_dyn(i,1) = 1/6%error_sum;
end

Interval Tensors. Interval arithmetic is an important tool in many reachability
analysis algorithms to incorporate considerations for errors during calculations.
Traditionally applied to intervals, it has been extended to handle more com-
plex data structures such as interval matrices, which represent linear systems
with parametric uncertainties. This extension requires the ability to perform
interval arithmetic operations in a broader context when computing reachable
sets. To address this need, we have developed the Interval Tensor data structure
in PyBDR. Built upon NumPy’s broadcasting mechanism [19], Interval Tensor
provides a versatile representation that seamlessly integrates various interval
computations within a unified framework. This includes operations on interval
vectors, vector intervals, interval matrices, and matrix intervals.

The Interval Tensor in PyBDR is designed to optimize computational effi-
ciency by leveraging vectorized operations that are executed at a lower level in
C, thereby minimizing the use of Python’s for loops. This approach significantly
enhances computational efficiency. Moreover, Interval Tensor relaxes strict shape
requirements on data during computations, allowing for operations like simul-
taneous interval matrix multiplication with scalar matrices, as demonstrated
in Listing 3. By harnessing NumPy’s broadcasting mechanism, Interval Ten-
sor improves ease of programming and enhances code readability. Compared to
traditional approaches that rely heavily on explicit loops, PyBDR’s implemen-
tation, as illustrated in Listings 1 and 2, demonstrates efficient computation
of complex tasks such as computing the Lagrange remainder term of the third
order [2]. This showcases the practical advantages of Interval Tensor in managing
intricate calculations while bolstering code readability and maintainability.

In summary, Interval Tensor not only optimizes computational efficiency
through vectorization but also enhances the clarity and maintainability of algo-
rithms in PyBDR.

Listing 3. Interval tensor matrix multiplication in PyBDR

interval matrix multiplication simultaneously in PyBDR
= Interval.rand(100, 2, 5, 4)

np.random.rand (4, 9)

=al@b

print(c.shape) # (100, 2, 5, 9)

#
a
b
c

In addition to enhancing code writing and readability, we compare the per-
formance of PyBDR and CORA in different computational tasks to examine the
average time consumption and accuracy of Interval Tensor in performing interval
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Table 2. Comparative evaluation of PyBDR and CORA for interval arithmetic oper-
ations.

Operator|Functionality € Avg. Time [s] [Input Intervals
CORA |PyBDR|I T |15
+ addition 0 1.01e78/4.68¢7° —100 1000 1100
- subtraction 0 4.02¢78/7.28¢72|—100 1000 1100
multiplication 0 1.96e~°|1.54e~% —100 100/0 {100
division 0 3.22¢794.60e =8 —100 1000 (100
ok power 1.08¢7151.74e7°2.93e 8 |—100 100/0 |100
|| absolute 0 1.30¢782.30e~8|—100 100/0 {100
@) left matrix multiplication |0 5.74e°1.15e%|—100 100(0 {100
right matrix multiplication|0 6.05¢7°/1.16e7%|—100 100(0 100
exp exponential 2.15¢716/2.08¢78/1.07¢ 78| —100 1000 |100
log logarithm 1.99e7144.36e788.41e7°|0 100(0 100
sqrt square root 0 2.87¢784.17¢7°|0 100(0 {100
sin sine 1.66e~14(3.69¢~7|4.47e~8|—-100 100(0 100
cos cosine 6.21e715/4.26e78(3.85¢78|—100 1000 |100
tan tangent 1.25¢7%4.03e7®1.90e ®—Z +0.010 0 Z —0.01
cot cotangent N/A [NJA 4.02¢°0.01 Z 05 —0.01
arcsin inverse sine 9.78¢7163.70e782.07¢78 -1 0 |01
arccos |inverse cosine 8.13¢71%3.89¢781.73¢78 -1 0 |01
arctan |inverse tangent 3.19¢714/1.61e78/1.04e78|—100 1000 |100
sinh hyperbolic sine 2.19¢716/3.72¢72/1.73¢78|—100 1000 |100
cosh hyperbolic cosine 2.20e719/5.43¢78]5.18¢78|—100 1000 |100
tanh hyperbolic tangent 9.58¢715/1.09¢789.19¢7%|—1 1 1011
arcsinh |inverse hyperbolic sine 9.29¢715/1.87¢782.51e78|—100 1000 |100
arccosh |inverse hyperbolic cosine |1.60e™!%/2.72¢782.32¢78 1 10 |0 |10
arctanh |inverse hyperbolic tangent 2.82e715/4.02¢782.39¢78|—1 0 01

Note: N/A — not available due to the absence of cot implementation in CORA; € — see (1);

arithmetic operations. CORA was specifically chosen as a baseline due to its use
of MATLAB, an interpretive language, and its focus on supporting reachabil-
ity analysis. It’s important to note that INTLAB [32], a closed-source interval
arithmetic library, was not included in our comparison. Benchmarking CORA
against INTLAB can be found in [5]. All tests were conducted within the identi-
cal physical environment as described in Sect. 3. The time consumption for each
operation was measured by averaging the processing time for N = 10* sets of
data randomly sampled from uniform distributions. The interval data used in the
tests were defined as [I, I + Is], where I and I are sampled from intervals [I, I]
and [I;, I 5], respectively. Both PyBDR and CORA utilized the double-precision
data type compliant with the IEEE 754 standard [41]. The experimental set-
tings and test results for all supported interval arithmetic operations by Interval
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Tensor in PyBDR are summarized in Table 2, with the maximum relative error
€ for each test defined as:

max [Lp; — Ll [Tp; — Io,l
€= maX(,LL]_, e 7,U/N)a /j/J = 7.77 7'7[ : : (1)
Pj —LPj

where [Ip;,Ip;] and [ ;, Ic, ;] refer to the bounds for the j** test in PyBDR
and CORA, respectively.

Symbolic Derivatives. Many continuous dynamical systems are typically
described by Ordinary Differential Equations (ODEs), which depict their evo-
lution within a state space [20,40]. Higher-order derivatives are frequently
employed to provide more accurate approximations of system behaviors within
local state neighborhoods. These derivatives often manifest as high-dimensional
data structures. For instance, for a vector-valued function f : R™ — R™, the
second-order derivatives of f involve tensors of size m xn xn. As many set-based
reachability analysis algorithms strive to approximate system behaviors, com-
puting derivatives at specific time points becomes crucial for accurate approxi-
mations. Higher-order derivatives play a significant role in this process, allowing
for more accurate approximations within local state neighborhoods. However,
the computational overhead associated with calculating derivatives increases
exponentially with their order, necessitating careful consideration in practical
implementations. Unlike real-valued derivative evaluations, reachability analysis
algorithms often rely on interval arithmetic. This approach is essential for esti-
mating bounds that encompass exact values, accommodating potential errors
inherent in real-world systems, and ensuring rigorous formal guarantees in anal-
ysis. Existing reachability analysis tools typically provide limited data structures
for managing these complex operations efficiently. This limitation can lead to
challenges in implementing theoretically straightforward operations, introduc-
ing unnecessary complexity and potentially compromising code readability and
maintainability.

In response to the computational challenges posed by reachability analysis
and the limitations of existing tools, our toolkit PyBDR integrates SymPy [26],
providing a streamlined interface for evaluating and differentiating vector-valued
functions effortlessly. This integration allows for precise handling of higher-order
derivatives essential for accurate system behavior approximation. Moreover, our
methodology leverages the interval tensor discussed earlier, enabling evaluations
and derivatives within the framework of interval arithmetic, thereby enhancing
operational convenience and adaptability. To assess the effectiveness of our app-
roach, we provide detailed performance evaluations in Table3 when handling
data of varying scales across different systems.
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Table 3. Performance evaluation of derivative computations in PyBDR.

System Dimension Mode|Run|Order| Avg. Time [s]
Input X|Input U|Output w.r.t. X\w.r.t. U
1tv [16] 3 4 3 REL [1 [0 5.58¢3(1.83¢73
2t o 7.56e%|5.33¢ 6
1|1 1.02e~2|2.61e~3
2t 1 5.42¢%(4.63¢ =6
13 3.03¢72(6.21e¢72
2t |3 1.17¢7°/1.83¢ =5
INT 1 |0 2.26e~2(2.05¢ 3
2t o 2.0le%[2.30e %
1 1 2.47¢73|9.17e 4
2t 1 1.56e~4/2.75¢ =5
13 1.48¢72(2.38¢ 2
2t |3 1.64e~%4/2.07¢ =4
Tank6eq [7] 6 1 6 REL [1 [0 8.87¢3(3.49¢~3
2t o 1.06e7°1.04e ™"
1 1 2.81e2[1.82¢ 73
2t |1 1.10e7°4.84¢ 6
13 3.56e " !|4.44¢73
2t |3 9.55¢°(6.22¢ 76
INT 1 |0 4.94e73(4.97¢73
2t o 3.98¢4[4.35¢ 7%
11 6.70e—3|6.80e %
2t 1 5.31e"4[2.19¢7°
1 |3 1.68e1(2.40e~3
2t |3 2.03e¢3(3.37¢7°
Quadrocopter [10][12 3 12 REL 1 [0 1.49¢=2/9.01e =3
2t o 2.57¢%[2.66e°
11 9.49e~2(6.49¢ 73
2t 1 6.72¢°|7.16e 6
1 |3 5.28 1.05¢~1
2t |3 4.01e73(3.36e7°
INT 1 |0 1.76e~2|1.48¢ 2
2t o 2.51e"3[2.51e73
1 1 2.40e~2(3.10e 3
2t 1 5.69¢3(6.03¢°
1|3 2.67 4.98¢2
2t |3 7.29¢2(3.95¢ 74
Lac Operon [15] |2 0 2 REL [1 [0 9.66e~ 3|~
2t o 7.61e 6|~
1 h 4.71e72|—
2t |1 1.44e7%|—
1 3 2.82 -
2t |3 1.09¢ 4|
INT 1 [0 5.80e 3| —
2t o 4.32¢4|—
1 h 1.88¢ 72|~
2t 1 1.81e™3|—
1 3 1.02¢ =1 —
2t |3 1.63¢ 72—
Note: X — states of the systems; U — control inputs of the systems; INT

— interval arithmetic; REL — real number arithmetic; 27 — second run
and all subsequent runs.
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3 Evaluation

To illustrate the advancements facilitated by the set-boundary propagation tech-
nique implemented in PyBDR for reachability analysis, we conducted two sets
of case studies. In the first category of case studies, we compared the perfor-
mance of PyBDR when computing reachable sets using the set-boundary prop-
agation technique against a baseline method employing a simple partitioning
on the entire initial set. This comparison aimed to demonstrate the efficiency
gains and accuracy improvements achieved through the set-boundary propaga-
tion technique. In the second category of case studies, we benchmarked PyBDR
against CORA, a tool developed in MATLAB that also utilizes set propagation
techniques for reachability analysis. This benchmarking focused on scenarios
involving large initial sets and long time horizons, specifically in the context of
safety verification for nonlinear systems. We ensured experimental fairness and
parameter consistency by employing conservative linearization method [7] across
all computations.

All experiments were performed on a Windows system equipped with an i7-
13700H 2.1 GHz CPU with 32 GB RAM. Parallel operations were performed
using 4 cores.

3.1 Comparative Studies on the Use of Boundary Analysis
Consider a Lotka-Volterra model of 2 variables [15] as follows,
fo = 1.51:0 — ToT1 (2)

ZZfl = —3IE1 + o1 (3)

(a) N=4; T=19.12. (b) N=36; T=148.73. (c) N=8; T=25.59.

Fig. 4. Reachable sets via simple partition (blue), boundary analysis (green), and base-
line method without partition or boundary analysis (orange); N-number of cells, T—
runtime in seconds. (Color figure online)

When starting with an initial set [2.5,3.5] x [2.5,3.5] and step size 0.005,
the reachable set over time horizon [0, 2.2] using different levels of partitioning



152 J. Ding et al.

over the initial set and based on boundary analysis is illustrated in Fig.4. It
is evident that as the simple partitioning method is applied to the initial set
with increasing precision, smaller subsets are used for reachability analysis. This
reduction in volume effectively reduces the error introduced by the wrapping
effect, thereby mitigating the divergence of the reachable set over the speci-
fied time horizon. In contrast, the set-boundary propagation technique achieves
a comparable improvement in the conservatism of reachability analysis using
a limited number of cells that specifically enclose the boundary of the initial
set. This approach provides a computationally efficient alternative to simple
partitioning, demonstrating its effectiveness in advancing reachability analysis
methods.

3.2 Comparative Studies on Reachability Analysis

() (h) (i)

Fig. 5. Reachable sets obtained with CORA (orange) and PyBDR (blue). (Color figure
online)
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We benchmarked our performance against CORA on various continuous non-
linear dynamic systems, including Neural ODEs (NODEs), as listed in Table 4.
Similarly, we applied the simple partition technique as in Subsect. 3.1 to improve
the performance of CORA in reachability analysis. In our setup, PyBDR runs
on 4 cores in parallel for specific operations, while CORA is single-threaded by
its design. The runtimes in Table4 refer to wall time, including I/O and other
overheads, to compare overall performance in reachable set computation. For

Table 4. Reachability analysis comparison on continuous benchmarks

System 5 |Xo T | |Fig. PyBDR CORA
Cells Time [s]|Cells Time [s]
Vanderpol 0.01/[0.9,1.9] x [1.9,2.9] 5.00050— 2x4 |[N/JA [2x2 |[N/A
0.33— 3 x4 44.80 [3x3 N/A
0.255a |4 x 4 4798 |4 x4 44.30
0.9,1.9] x [1.9,2.9] 9.00020— 5x4 |N/JA 5x5 |NJA
017— 6x4 19324 6x6 |N/A
0.14— 7Tx4 237.23 |Tx7 N/A
0.12— 8 x4 239.25 |8 x 8 N/A
0.115b 9 x 4 243.09 9 x9 614.03
[1.0,1.8] x [2.0,2.8] 700027— [3x4 |NJA [3x3 |N/A
0.20 4 x4 108.98 |4 x 4 N/A
0.16/5¢c |5 x 4 114.80 5 x5 174.66
[0.8,2.0] x [1.8,3.0] 7.00024— [5x4 |NJA x5 |N/A
0.20— 6 x4 155.25 |6 x 6 N/A
0.17— 7x4 16423 7x7 |N/A
0.15— 8 x4 180.60 8 x 8 N/A
0.13/5d |9 x 4 183.96 9 x 9 470.03
Brusselator [15] 0.01/[—0.1,0.1] x [3.9,4.1] 5.000.07— [3x4 |[N/JA 3x3 |N/A
0.05— 4 x4 81.70 |4 x4 N/A
0.04/5¢ [5x4 91.96 |5 x5 166.42
Synchronous Machine [35]/0.01/[—0.7,0.7] x [2.3,3.7] 7.000.33— [3x4 |[N/JA 3x3 |N/A
0.25— 4 x4 99.73 |4 x4 N/A
0.20— [5x4 153.37 5 x5 N/A
0.17)5f |6 x 4 159.76 6 x 6 262.63
Lorenz [15] 0.02[—11,3] x [—3,11] x [—3,11]/1.00[2.33— |6 x 6 x 6 N/A |6 x 6 x 6N/A
2.00 7 X Tx6[356.75 [Tx7xTN/A
1.755g |8 x 8 X 6439.95 |8 x 8 x 8416.92
(NODE) Spiral 1 [25]  [0.1 ][0, 4] x [~2,2] 7001.00— [4x4 |NJA |[dx4 |[N/A
0.80 5x4 857.26 |5 x5 N/A
0.67— 16 x4 914.38 |6 X 6 N/A
0.57— Tx4 1009.73 |7 x 7 N/A
0.50/5h |8 x 4 1094.89 8 x 8 1080.92
(NODE) Spiral 2 [25] 0.1 [~4,—2] x [~4,—2] 7.00050— 4x4 |NJA l4x4 |N/A
0.40— 5 x4 723.42 5x5 N/A
0.33— [6x4 885.98 6 x6 N/A
0.29— Tx4 1121.64 7 x 7 N/A
0.2551 8 x4 1258.13 8 x 8 1549.61

Note: N/A — set explosion; § — step; Xy — initial set; T' — time horizon [0, T']; € — max width of cell;
Fig. — subfigure index in Fig 4.
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each system, we present an initial setup that can lead to a set explosion due to
the wrapping effect during computation. On this basis, we reduce the conserva-
tiveness of the reachable set by using a more refined boundary characterization
in PyBDR, and by partitioning the initial set into smaller cells in CORA. It is
noteworthy that since the boundary of sets is dimensionally degenerate relative
to the sets themselves, we constrained cell’s maximum width in both methods
to keep the error introduced by the wrapping effect for each cell within the same
scale.

In Table4, we observe that for systems with relatively large initial sets and
long time horizons, both PyBDR and CORA suffer from significant errors from
the wrapping effect, which leads to an overestimation of reachable sets. By reduc-
ing cell size, both tools yield more accurate over-approximations of reachable
sets within specified time horizons. Moreover, as shown in Fig. 4, we can always
obtain a more accurate estimation. Notably, despite Python’s inherent limita-
tions in iterative computations when compared to MATLAB, by processing each
cell in parallel, our toolkit still significantly outperforms CORA in terms of
overall computation time, as particularly evidenced by the results presented in
Fig. 5d. In particular, the analysis of the VanderPol system with an initial set
[0.9,1.9] x[1.9,2.9] indicates a requirement for finer cell granularity to accurately
approximate the reachable set as the time horizon extends. This refinement leads
to a pronounced increase in computational time for CORA compared to PyBDR.
And this trend persists across different initial set within [0, 7], where the need
for precision intensifies to maintain valid reachable set estimations.

4 Conclusion

In this paper, we presented PyBDR, a Python-based toolkit that enhances the
reachability analysis through set-boundary propagation analysis. Its key features
include advanced set-boundary analysis to mitigate the wrapping effect and the
integration of tensor-level interval arithmetic for efficient computations. Besides,
PyBDR offers a diverse range of set representations and supports symbolic com-
putation of derivatives, crucial for precise system behavior analysis. Built with
Python’s user-friendly environment in mind, PyBDR facilitates rapid prototyp-
ing and accommodates complex computational tasks effectively. Its capabilities
are demonstrated through benchmarking across various nonlinear dynamics sce-
narios.

For future development, our focus will expand to include support for addi-
tional dynamical systems, particularly hybrid systems. We also plan to incorpo-
rate a broader array of set representations, including nonconvex forms such as
polynomial zonotopes. Enhancing user interaction through a user-friendly and
interactive visualization module is another pivotal aspect of our roadmap.

Acknowledgement. This work is funded by the CAS Pioneer Hundred Talents Pro-
gram and Basic Research Program of Institute of Software, CAS (Grant No. ISCAS-
JCMS-202302).
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Data Availability Statement. The artifact for this work is available at https://doi.
org/10.5281/zenodo.12206996, and PyBDR is available at https://github.com/ASAG-
ISCAS/PyBDR.
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Abstract. Multiparty session typing (MPST) is a formal method to
make concurrent programming simpler. The idea is to use type checking
to automatically prove safety (protocol compliance) and liveness (com-
munication deadlock freedom) of implementations relative to specifica-
tions. Discourje is an existing run-time verification library for commu-
nication protocols in Clojure, based on dynamic MPST. The original
version of Discourje can detect only safety violations. In this paper, we
present an extension of Discourje to detect also liveness violations.

1 Introduction

Background. With the advent of multicore processors, multithreaded
programming—a notoriously error-prone enterprise—has become increasingly
important.

Because of this, mainstream languages have started to offer core support for
higher-level communication primitives besides lower-level synchronisation prim-
itives (e.g., Clojure, Go, Kotlin, Rust). The idea has been to add message passing
as an abstraction on top of shared memory, for—supposedly—channels are eas-
ier to use than locks. However, empirical research shows that, actually, “message
passing does not necessarily make multithreaded programs less error-prone than
shared memory” [36]. One of the core challenges is as follows: given a specifica-
tion S of the communication protocols that an implementation I should fulfil,
how to prove that I is safe and live relative to S7 Safety means that “bad” chan-
nel actions never happen: if a channel action happens in I, then it is allowed to
happen by S (protocol compliance). Liveness means that “good” channel actions
eventually happen (communication deadlock freedom).

Multiparty Session Typing (MPST). MPST [17] is a formal method to
automatically prove safety and liveness of implementations relative to specifica-
tions. The idea is to implement communication protocols as sessions (of com-
municating threads), specify them as behavioural types [1,21], and verify the
former against the latter using behavioural type checking. Formally, the central
theorem is that well-typedness implies safety and liveness. Over the past fifteen
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years, much progress has been made, including the development of many tools
to combine MPST with mainstream languages (e.g., F# [31], F* [37], Go [9],
Java [19,20], OCaml [22], Rust [26,27], Scala [3,10,11,34], and TypeScript [29]).
Behavioural type checking can be done statically at compile-time or dynam-
ically at run-time. The disadvantage of static MPST is, it is conservative: stati-
cally checking each possible Tun of a session is often prohibitively complicated—if
computable at all—so sessions are often unnecessarily rejected. In contrast, the
advantage of dynamic MPST is, it is liberal: dynamically checking one actual
run of a session is much simpler, so sessions are never unnecessarily rejected.

This Work. Discourje (pronounced “discourse”) [13,14,18] is a library that adds
dynamic MPST to Clojure®. It has a specification language to write behavioural
types (embedded as an internal DSL in Clojure) and a verification engine to
dynamically type-check sessions against them. The key design goals have been
to achieve high expressiveness (cf. static MPST) and to be particularly mindful
of ergonomics (i.e., make Discourje’s usage as frictionless as possible).

In a nutshell, at run-time, Discourje’s dynamic type checker simulates
behavioural type S—as if it were a state machine—alongside session I. Each
time when a channel action is about to happen in I, the dynamic type checker
intervenes and first verifies if a corresponding transition can happen in S. If
so, both the channel action and the transition happen. If not, an exception is
thrown.

However, while safety violations are detected in this way (protocol incompli-
ance), liveness violations are not (communication deadlocks: threads cyclically
depend on each others’ channel actions, and so, they collectively get stuck).
This is a serious limitation relative to static MPST. In this paper, we present an
extension of Discourje to detect also liveness violations. Achieving this, without
compromising the key design goals, has been an elusive problem that for years we
did not know how to solve (e.g., we could not reuse variants of existing techniques
for static MPST at run-time, as this would negatively affect expressiveness).

Section 2 of this paper demonstrates that it can be done, while Sect. 3 outlines
how. The key idea is to use “mock” channels, which mimic “real” channels, to
track ongoing communications: before any channel action happens on a real
channel, it is first tried on a corresponding mock channel, allowing us to check
if all threads would get stuck in a total communication deadlock as a result.

2 Demonstration

We demonstrate the extension to detect liveness violations with two examples.
For reference, Fig. 1 summarises the main elements of Discourje and Clojure.

Ezample 1. The Two-Buyer protocol consists of Buyerl, Buyer2, and Seller [17]:
“Buyerl and Buyer2 wish to buy an expensive book from Seller by combining

1 A Lisp that runs on the JVM, with core support for channel-based message passing.
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their money. Buyerl sends the title of the book to Seller, Seller sends to both
Buyerl and Buyer2 its quote, Buyerl tells Buyer2 how much she can pay, and
Buyer?2 either accepts the quote or rejects the quote by notifying Seller.”
Figure 2 shows a behavioural type and a session. It is safe and live. In contrast,
if we had accidentally written (<!! ¢3) on line 11 (i.e., Buyerl tries to receive
from Buyer2 instead of Seller), then it deadlocks. The original Discourje does not
detect this liveness violation, but with the extension, an exception is thrown. O

Discourje:

— (defthread id)/(defsession id [args] body) specifies a thread name/protocol.
— (-->>/-->t p @) specifies an asynchronous/synchronous communication of a
value of data type t through a buffered /unbuffered channel from p to q.

— (alt ...) and (cat/par

...) specify choice and sequencing/interleaving.

— Names of threads and protocols are prefixed by an otherwise meaningless colon.

Clojure:

— (thread body), (chan), and (chan size) implement the creation of new thread, a
new unbuffered channel, and a new buffered channel.

— (>!'! ch expr) implements the send of the value of expr through ch.

— (<!'! ¢ch) implements the receive of a value through ch.

— (alts!'! [acty

act,]) implements a selection of one of the channel actions,

depending on their dis/enabledness (cf. select of POSIX sockets and Go channels).
If act; is a send, it is a pair [ch v]; if it is a receive, it is just ch. The function
returns a pair [v ch] where v is the value sent/received, and ch is the channel.

Fig. 1. Discourje and Clojure in a nutshell

1 (defthread :buyeri)
2 (defthread :buyer2)
3 (defthread :seller)

4

5 (defsession :two-buyer []

6 (cat

7 (-->> String :buyerl :seller)

8 (par

9 (cat

10 (-->> Double :seller :buyerl)
11 (-->> Double :buyerl :buyer2))
12 (-->> Double :seller :buyer2))
13 (-->> Boolean :buyer2 :seller)))

(a) Specification in Discourje

1
2

(def c1 (chan 1)) 14 (thread ;; Buyer2
(def c2 (chan 1)) 1s (let
(def c¢3 (chan 1)) 16 [x (<!! c6)
(def c4 (chan 1)) 17 y (<!'! ¢2)
(def c¢5 (chan 1)) 18 z (= x y)]
(def c6 (chan 1)) 19 (>1! ¢4 z)))
20
(thread ;; Buyerl 21 (thread ;; Seller
(>!! c1 "book") 22 (<!t c1)
(let 23 (>!! ¢5 20.00)
[x (<!! ¢cb) 24 (>!! c6 20.00)
y (/ x 2)] 25 (println
(>!! c2 y))) 2 (<1t c4)))

(b) Implementation in Clojure

To dynamically type-check the session, the following code creates a monitor for the
session, and links it to each channel along with the intended sender and receiver:

(def m (monitor :two-buyer :m 3))

(link c1 :buyerl :buyer2 m) (link c2
(link c¢3 :buyer2 :buyerl m) (link c4
(link cb5 :seller :buyerl m) (link c6

:buyerl :seller m)
:buyer2 :seller m)
:seller :buyer2 m)

Fig. 2. Two-Buyer (Example 1)
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1 (defthread :c) (defthread :s1) 1 (def c1 (chan)) 14 (thread
2 (defthread :b) (defthread :s2) 2 (def c2 (chan)) 15 (>!! c1 5)
3 3 (def c3 (chan)) 16 (alts!! [c2 ¢31)))
4 (defsession :load-balancer [] 4 (def c4 (chan 512)) 17
5 (cat 5 (def c5 (chan 1024)) 18 (thread
6 (-->> Long :c :b) 6 19 (let [x (<!'! c2)
7 (alt 7 20 y (inc x)]
8 (cat s (thread 21 (> c2 y))))
9 (-->> Long :b :s1) 9 (let [x (<!! c1)] 22
10 (--> Long :s1 :c)) 10 (alts!! 23 (thread
11 (cat 11 [[c4 x] 24 (let [x (<!'! c3)
12 (-->> Long :b :s2) 12 [c5 x11))) 25 y (inc x)]
13 (--> Long :s2 :c¢))))) 13 26 (>11 ¢3 y))))
(a) Specification in Discourje (b) Implementation in Clojure
To dynamically type-check the session:
(def m (monitor :load-balancer :n 4)) (link c4 :b :s1 m) (link c2 :sl :c m)
(link c1 :c¢ :b m) (link c5 :b :s2 m) (link ¢3 :s2 :c m)

Fig. 3. Load Balancing (Example 2)

Example 2. The Load Balancing protocol consists of Client, Serverl, Server2,
and LoadBalancer. First, a request is communicated synchronously from Client
to LoadBalancer, and asynchronously from LoadBalancer to Serverl or Server2.
Next, the response is communicated synchronously from that server to Client.
Figure 3 shows a behavioural type and a session. It is safe but not live. There
are two deadlocks. The first one occurs because Serverl and Server2 try to receive
from c2 and c¢3 on lines 19 and 23; this should be c4 and c¢5. The second deadlock
occurs because one of the servers will never receive a value and, as a result, block
the entire program from terminating. The original Discourje does not detect
these liveness violations, but with the extension, exceptions are thrown. a

3 Technical Details

Requirements. In this section, we outline how the extension to detect liveness
violations works, focussing on the core deadlock detection algorithm. We begin
by stating the rather complicated requirements for this algorithm, as entailed by
Discourje’s key design goals regarding expressiveness and ergonomics (Sect. 1):

— Expressiveness: The algorithm must be applicable to any combination
of buffered and unbuffered channels, and to all functions >!! (send), <!!
(receive), and alts!! (select). Thus, the programmer can continue to freely
mix synchronous and asynchronous sends/receives, possibly selected dynam-
ically.

— Ergonomics: The algorithm must call only into the public API of Clojure’s
standard libraries, without modifying the internals, and without relying on
JVM interoperability. Thus, the programmer can write portable code that
runs on different versions of Clojure and on different architectures.

The combination of these requirements has made the design of the algorithm elu-
sive. For instance, the expressiveness requirement means that we cannot simply
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reuse existing distributed algorithms for deadlock detection (e.g., [6,16,25,35]),
as they typically do not support mixing of synchrony and asynchrony. The
ergonomics requirement means that we cannot instrument Clojure’s internal
code to manage threads, nor can we use Java’s thread monitoring facilities.

Terminology. A channel action is either a send of v through ch, represented
as [ch v], or a receive through channel ch, represented as just ch (cf. alts!! in
Fig.1). A channel action is pending if it has been initiated but not yet completed.
A pending channel action is either enabled or disabled, depending on ch:

— when ch is a buffered channel, a pending send is enabled iff ch is non-full,
while a pending receive is enabled iff ch is non-empty;

— when ch is an unbuffered channel, a pending send is enabled iff a correspond-
ing receive is pending, and vice versa.

When a thread initiates channel actions, but they are disabled, it is suspended.
When a disabled channel action becomes enabled, the suspended thread is
resumed. A communication deadlock is a situation where each thread is sus-
pended.

Setting the Stage. Normally, channel actions are initiated via func-
tions >!!, <tt and alts!!. When these functions are called wusing
the extension, the dynamic type checker intervenes and first calls
(detect-deadlocks [act:...act,]1) to initiate corresponding “mock” channel
actions on “mock” channels. Each mock channel mimics a “real” channel and
is used only by the dynamic type checker.

The mock channels have the same un/buffered properties and contents
as the real channels, except that values are replaced with tokens. So, if
detect-deadlocks detects a deadlock on the mock channels, then a deadlock
will occur on the real channels, too. (Mock channels are also essential to detect
safety violations.)

To initiate the mock channel actions, a separate function in the public API
of Clojure’s standard libraries is used: (do-altsfactsconfig). It resembles alts!!,
except that it never suspends the calling thread. Instead, a call of do-alts imme-
diately returns and, asynchronously, initiates the channel actions in acts and calls
f when one is completed. In this way, initiation of mock channel actions can be
decoupled from suspension of threads (demonstrated below).

Algorithm. Let n be the number of threads. The idea to detect deadlocks is
to identify the situation when n-1 threads are already suspended, while the last
thread is about to be suspended. In that situation, instead of suspending
the last thread, an exception is thrown to flag the liveness violation. In code:

1 (defn detect-deadlocks [mock-acts] ;; act; ... act,

2 (let [ret (about-to-be-suspended? mock-acts)]

3 (if (true? ret)

a (let [ret (last-thread? mock-acts)]

5 (if (true? ret) (throw (ex-info "deadlock!" {})) ret)) ret)))
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Function about-to-be-suspended? checks if any of the mock-acts is enabled. If
so, it immediately initiates and completes it, and returns the result (of the form
[v ch]). If not, the function returns true to indicate that the current thread
would indeed be suspended if mock-acts were to be initiated. In code:

(defn about-to-be-suspended? [mock-acts]
(let [ret @(do-alts (fn [_] nil) mock-acts {:default nill})]
(if (not= ret [nil :default]) ret true)))

On line 7, optional parameter {:default nil} configures alts!! such that it
immediately returns [nil :default] when all mock-acts are disabled.

Function last-thread? increments the number of suspended threads and
checks if the number is less than n. If so, it initiates mock-acts, and actually
suspends the current thread. If not, the function returns true to indicate that
the current thread is indeed the last one, so a deadlock is detected. In code:

(def i (atom 0)) ;; number of suspended threads (private to the algorithm)

(defn last-thread? [mock-acts]

(if (< (swap! i inc) n) ;3 increment i~ (" swap!  returns the new value)
(let [p (promise)] ;; create promise to store result of “mock-acts’
(do-alts (fn [x] (deliver p x)) mock-acts {}) ;; initiate “mock-acts’,

;3 and store result "x° of one of them in “p°
;3 upon completion, all asynchronously

(let [ret (deref p)] ;; suspend thread (" deref” blocks until “deliver )
(swap! i dec) ;; decrement ~i°
ret)
true))

The code shown so far explains the general idea behind the algorithm. How-
ever, the details are more involved: our presentation does not yet account for
data races, several of which are possible. For instance, suppose that there are
two threads (Alice and Bob), that they initiate corresponding channel actions
(no deadlock), and that calls of detect-deadlocks are scheduled as follows:

(1) Alice executes about-to-be-suspended?. It returns true. (2) Bob exe-
cutes about-to-be-suspended?. It, again, returns true, as Alice has not yet
executed last-thread?. (3) Bob executes last-thread?. It increments n to
1 and suspends Bob. (4) Alice executes last-thread?. It increments n to
2, detects that Alice is last, and immediately returns nil.

At this point, mistakenly, an exception is thrown. There are more subtle data
races, too. The core issue is that about-to-be-suspended? and last-thread?
should be run atomically to avoid problematic schedules (e.g., the one above).
Details appear in the technical report [23, Sect. A]. The actual source code was
validated using both unit tests and whole-program tests.

4 Conclusion

Closest to the work in this paper is existing work on dynamic MPST [4,15,30-32]
and alternate forms of dynamic behavioural typing [7,8,12,28]. However, none of
these tools can check for liveness at run-time. Also closely related is existing work
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on dynamic deadlock detection in distributed systems (e.g., [6,16,25,35]). How-
ever, as stated in Sect. 3, these algorithms do not fit our requirements. Finally,
we are aware of two other works that use formal techniques to reason about
Clojure programs: the formalisation of an optional type system for Clojure [5],
and a translation from Clojure to Boogie [2,33]. In future work, we aim to study
and optimise the performance overhead of our deadlock detection algorithm.

Data Availability Statement. The artifact is available on Zenodo [24]. It contains
the new version of Discourje, including the examples of this paper.

Disclosure of Interests. The author has no competing interests to declare that are
relevant to the content of this article.
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Abstract. Industry is shifting towards service-based business models,
for which user satisfaction is crucial. User satisfaction can be analyzed
with user journeys, which model services from the user’s perspective.
Today, these models are created manually and lack both formalization
and tool-supported analysis. This limits their applicability to complex
services with many users. Our goal is to overcome these limitations by
automated model generation and formal analyses, enabling the analysis
of user journeys for complex services and thousands of users. In this
paper, we use stochastic games to model and analyze user journeys.
Stochastic games can be automatically constructed from event logs and
model checked to, e.g., identify interactions that most effectively help
users reach their goal. Since the learned models may get large, we use
property-preserving model reduction to visualize users’ pain points to
convey information to business stakeholders. The applicability of the pro-
posed method is here demonstrated on two complementary case studies.

Keywords: User journeys * Data-driven model construction -
Automata learning - Model checking - Stochastic games -+ PRISM

1 Introduction

The servitization of business describes a shift towards offering products as ser-
vices [44]. This shift makes companies more dependent on user satisfaction; e.g.,
it has become much easier to change service providers. Investment in user sat-
isfaction pays off [17], which raises the following question: How can we formally
model and analyze the way users experience their interaction with a service?
User journeys model services from the users’ perspective [41]. They describe
how users employ a service to achieve a goal. User journeys may include many
paths, capturing different sequences of actions between a service and its users.
These models enable the analysis of user experience along different (intended
or unintended) paths through a service. Although most user journeys today are
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Fig. 1. Steps to create Sankey diagrams from the event logs of the case studies.

created manually by domain experts and the associated user experience is cap-
tured through interviews [22,41], the method has been successful at providing
feedback to improve services. However, tool support for the modeling and anal-
ysis of user journeys is sparse [23], which makes the method difficult to apply in
complex domains and to services with numerous and diverse users.

A recent line of work aims to automatically mine user journeys and analyze
them using formal methods [26,28,30,31]. This significantly reduces the manual
effort needed to create models and enables a different scale of complexity in the
analyzed services and number of users. Starting from event logs, which are widely
available for software services, process mining [1] and automata learning [18] can
automatically generate behavioral models of user journeys from these logs, such
as finite state automata. These can then be analyzed by model checking [4].

This paper goes beyond previous work by modeling user journeys as stochas-
tic games [11]. We exploit the underlying distribution of events in the event log,
which was ignored in previous work. Stochastic games allow complex user behav-
ior to be captured, yet the resulting games can still be model checked. Figure 1
summarizes the steps applied to event logs to analyze user experience. These
steps elegantly combine and extend several known techniques. Step 1 generates
stochastic automata from event logs by means of automata learning. Step 2 con-
verts the learned automata into stochastic weighted games. The resulting games
are analyzed using probabilistic model checking to derive optimal strategies. Step
& ranks critical actions after which users tend to abandon their journey and visu-
alizes the outcome of these novel analyses via a property-preserving visualization
technique, to improve the interpretability of the stochastic game results.

We apply these steps to two case studies: an industrial case study [30,31]
and a benchmark [15] from the literature. The case studies are complementary
in complexity and differ in the number of users. In both cases, we identified
potential service improvements and automatically uncovered caveats. The case
studies suggest that our method is able to address two pressing industrial chal-
lenges: (1) the automated construction of stochastic user journey models for
complex services from event logs, and (2) identification of service bottlenecks by
automated analysis of models that reflect user experience. In short, the contribu-
tions of this paper are: (1) a formalization of user journeys as stochastic weighted
games exploiting the underlying distribution of events in the logs; (2) a tool chain
combining automata learning and model-checking techniques to automatically
analyze stochastic user journey games; (3) a method for property-preserving
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model reduction to visualize the stochastic games results; and (4) the automated
stochastic modeling and analysis of two case studies to showcase the usefulness
and applicability of the proposed combination of techniques and their extensions.

2 Preliminaries

In the following, we write D(X) for the set of probability distributions over a
set X, where a distribution p: X — [0,1] is such that ) p(z) = 1.

Event Logs. An event log records so-called touchpoints (or events) between
users and a service provider. A trace T = (ag,...,a,) € &/* is a finite, ordered
sequence over an alphabet & of events. An event log L is a multi-set of such
traces [1]. A multi-actor event log L = (L, II, ) assigns an initiating actor to
each event in an event log L [26]; the set IT contains a set of actors, and the
actor-mapping function «: &/ — II assigns events a € & to an actor 7w € II.

Automata Learning. To learn stochastic automata from event logs, we use the
passive automata learning algorithm IOAlergia [36]. IOAlergia learns stochastic
automata for reactive systems defined by MDPs [36], based on Alergia [10]. State
merging exploits the underlying probabilities of events in the log. An MDP is
a tuple (I', Ai,, Aout, 9, S0, A) with finite sets of states I, input actions A;, and
output actions Aoyut, & stochastic transition function é: I' x A;, — D(I"), an ini-
tial state sg € I', and a labeling function A\: I' — Agy. Welet E5 C I'x Ajy x I
denote the finite set of transitions such that d6(s,a)(s’) > 0 for all triples
(s,a,s’) € Es. We assume MDPs to be deterministic; i.e., s = s holds for
all transitions §(s,a)(s’),d(s,a)(s”) such that (s,a)(s’) > 0, d(s,a)(s”) > 0
and \(s') = A(s").
Let an input/output log Li, consist of traces 7, = (A(s0), (40,00),
., (in, 0p)) in which input and output actions alternate, starting with an initial
output A(sg), which is only observed in the initial state. Given Li,, [OAlergia
creates an input/output frequency prefix tree acceptor (IOFPTA), where states
are labeled with output actions and transitions with input actions and frequen-
cies. In the IOFPTA, every path in the tree represents a prefix of a trace in
Tio € Ljo, and the frequency denotes the number of traces sharing this path.
After creating the IOFPTA, IOAlergia merges states. Two states are merged if
they (1) have the same output label, (2) are locally compatible, and (3) all their
successor states with the same output labels are compatible. Local compatibility
is based on the Hoeffding bound [25]: two states s, s’ are compatible if, for all

inputs i € Ajy,
/1 1
lo ,
g \/n \/ (5’,2’))

f(s,4,0) f(S’J,O)
n(s,1) n(s’,4)
where f(s,1,0) is the frequency of the transition to state o and n(s,4) the sum of
frequencies, for input ¢ in state s. The parameter € € (0, 2] steers the algorithm’s
eagerness for state merging; e.g., € = 2 leads to no state merges. Therefore, the
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MDP might contain several states representing the same event. When no states
can be merged, the transition frequencies are normalized to create an MDP.

User Journey Games. A user journey game [30,31] is a weighted two-player
game (I, Ac, Ay, E, s0,T, T, w), where I' is a finite set of states, Ac and Ay
are disjoint sets of actions, £ C I' x A, U Ay x I is a transition relation,
sp € I' an initial state, T C I' a set of final states, Ty, C T successful final
states, and w : E — R a weight function. Actions are separated into two disjoint
sets: controllable actions Ac are taken by the service provider and wuncontrol-
lable actions Ay by the user. User journey games are deterministic if s’ = s”
for (s,a,s’),(s,a,s") € E. Uncontrollable actions have higher precedence than
controllable actions: hence, the user chooses actions first but might do nothing.

A stochastic multi-player game (SMG) [11] is a tuple (II, I', A, (I})ic 11, S0, 0),
where I] is a set of players, I" a set of states, A a finite set of actions, (I;);cmr a
partition of states among players, so € I" an initial state, and 6 : I' x A — D(I)
a stochastic transition function. SMGs partition the states among the players;
players can take enabled actions if the current state is in their partition. An
action a € A is enabled in a state s if there is a transition to another state with
non-zero probability, i.e., s’ € I' : §(s,a)(s’) > 0. The set of transitions Ej
defined by ¢ includes all triples (s, a,s’) € I' x Ax I" with §(s,a)(s’) > 0. Games
can include a reward structure r : Es — Q> mapping transitions to positive
rewards (modeling weighted transitions). Rewards accumulate during the game.

Analyzing Stochastic Multiplayer Games. We are interested in analyzing a
player’s strategy, which determines the player’s actions in each state. For simplic-
ity, we focus on memory-less strategies, where the choice of action is determined
by the current state. A strategy [11] for player ¢ € IT in an SMG is a partial
function I; — D(A) that maps states to distributions over actions.

PRISM-games [11,32] extends the probabilistic model checker PRISM [34]
to games. While PRISM can resolve non-determinism to establish strategies for
a single player, PRISM-games can resolve nondeterminism for multiple, possi-
bly competing players. The logic Probabilistic Alternating-time Temporal Logic
with Rewards (rPATL) allows reasoning about SMGs by expressing temporal
properties [11]. The syntax of rPATL is given by:

=T |p| ¢ dNAG|{(Z) P[] | ({(Z))Roax[F™ ] | ((Z)) PraltV] | ({(5))RyalF™ ¢]
P =X¢| pU ¢ | Us

rPATL is a CTL-style branching-time temporal logic that extends state prop-
erties ¢ to path formula 1 with probabilistic and reward constraints. Here,
p is an atomic proposition. The coalition operator ((£)) denotes the subset
= C II of players that collaborate in a query; these players share a common
goal against the remaining adversarial players. The probabilistic operator Fuq,
where i€ {<, <, >, >} is a comparison operator and ¢ € QN[0, 1] is a probability
bound, indicates a probabilistic query under bound > q. The expected cumulative
reward operator R, evaluates the reward structure r for eventually reaching ¢

under bound < x, where x € Q> is a reward bound and r is a reward structure.
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The quantitative operators Pyq and Ry ¢, with »<4€ {min=7 max=7}, return

the smallest, respectively largest, value that the given coalition of players = can
enforce. The superscript * of the eventually operator F expresses the cost for
paths when ¢ is not reached, it may be infinity (c0), zero (0), or accumulated
along the path (c). Further temporal logic operators can be constructed from
the next operator X, the until operator U, and the bounded until operator USF:
for example, the globally operator G¢ is defined via U: =(TU=¢) [11].

3 Case Study Overview

We conduct two complementary case studies: an industrial application (GrepS)
and a research benchmark (BPIC’17). We explain the steps of our method on
GrepS. BPIC’17 includes thousands of journeys and demonstrates scalability.

GrepS. The company GrepS offers programming skill evaluations for Java [6].
The customers of GrepS are organizations that use the service in the hiring pro-
cess to identify proficient applicants. Users of the service, the assessed trainees,
usually complete the assessment within 1-2 weeks. The service comprises three
phases: (1) sign up, (2) solve all programming tasks, and (3) review and share
the skill report with the customer. In a successful journey, the user completes
all tasks and shares the results with the organization. Otherwise, the journey is
unsuccessful. The event log contains anonymized user logs as tabular data [29].
To construct multi-actor event logs, the actor-mapping function o was detailed
by combining domain knowledge and interaction with a GrepS developer.

BPIC’17. The BPI Challenge 2017 captures a loan application process from a
bank. Users can cancel, submit or complete applications, and accept phone calls
from the bank. The process can have three different outcomes: (1) an offer can be
accepted by the user, (2) the application can be declined by the bank, or (3) the
application can be canceled by the user. We exclude declined applications as
they occur due to external factors, e.g., indebtedness. Thus, user journeys are
successful if the user accepts one of the provided loan offers; cancellations are
unsuccessful. The event log contains anonymized user logs as tabular data [15].
To construct multi-actor event logs, the actor-mapping function o was detailed
by combining domain knowledge with information given in the BPIC’17 forum.!

Interestingly, BPIC’17 contains a substantial change in the service provider’s
underlying process, a concept drift [2]. To investigate the impact of the concept
drift on the user journey, we split the log: The first part (BPIC’17-1) contains
traces until the change occurred in July 2016, and the second part (BPIC’17-2)
contains the traces after the change.

The BPIC’17 event log is preprocessed to clear inconsistencies [26,40]. Specif-
ically, we discretized call durations: A trace might contain several events associ-
ated with one call, and calls ranging from seconds to hours. Thus, we aggregate
repeated calls and classify them by their duration into “short”, “long”, or “super
long”. We exclude calls with an aggregated speaking time of less than 60 seconds.

! https://www.win.tue.nl/promforum /categories /- bpi-challenge-2017.
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We also distinguish different offers within the same trace. The service provider
cancels offers if there is no response after 20 days. We distinguish actively can-
celed offers and cancellations by the service provider due to timeout. We also
found some redundant events; e.g., the event W_Call after offers was always
followed by A_Complete, so we merged these events. To remove outliers we kept
only traces that appear more than once in the log; in the end, both logs still
contain more than 5000 journeys.

4 From Logs to Stochastic Games

We explain how stochastic user journey games are constructed from multi-actor
event logs £ = (L, II,a), i.e., the first two steps in Fig. 1. Step 1 generates an
MDP M from the multi-actor event log L. Step 2 constructs a weighted stochastic
game, extending M with weights and actor information. These stochastic user
journey games combine user journey games and SMGs (see Sect. 2).

In a multi-actor event log £, the set of actors II is assumed to include the
service provider C, who initiates all actions controlled by the offering company,
and the user U, who initiates all remaining actions. We assume that users engage
in only one action at a time; hence, our focus here will be on turn-based games
as models for user journeys, and not on models with parallelism.

Step 1. We first learn an MDP M = (I, Ay, Aout, 0,80, A) with
IOAlergia. For the construction of M, we make sure that the traces
7 € L are in the required format of input/output pairs by extend-

ing each trace 7 = (ag,...,a,) to an input/output trace 1o = (A(so),
(env, A(s0)*(@)), (act(ao), ag), .. ., (env, azglf)), (act(ay),an), (env, a%(res)),

act(res), res)). Each a; € 7 is encoded by a pair env,a{l(ai) where env is a
1—1

generic input action indicating the next player, followed by an output action

a?_(cl“') that indicates the player who initiates event a; from a;_; according to
the actor-mapping function «. This pair is followed by a pair (act(a;), a;), which
uses a function act: &/ — Aj, to map events to input actions, where the output
action corresponds to the event itself. A naive mapping could be act(a;) = a;,
relating each event to a deterministic action. However, it is often useful to intro-
duce a mapping that abstracts slightly from the events to better reflect the
problem domain in the actions. Each 710 starts with an initial output A(sg) and
ends with a final output res, which is successful if 7 records a successful user
journey and unsuccessful otherwise. This resulting set of input/output traces is
given to IOAlergia (see Sect.2). By including input/output pairs (env, a?f‘{i)) in
the traces, the learned MDP provides the probability distribution for the actions
of the next player.

Step 2. The MDP M obtained in Step 1 is extended to a stochastic user journey
game by means of a weight function w : E5 — R, labeling transitions with
weights, and partitioning the states I" into service provider states I'c and user
states I'y. For the automatic construction of the weight function w, we exploit
the distinction between successful and unsuccessful user journeys in the event
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log to compute a numerical value that represents the impact of an action on the
outcome of the user journey. The calculation of w is based on previous work [30,
31]. For every transition e € Ej, we let w(e) = (1—H (e, L))-magority(e, L), where
H is the entropy of successful and unsuccessful journeys. The weight is positive
if the majority of traversals are successful journeys, otherwise negative. The
weight is maximal, respectively minimal, for transitions occurring exclusively in
successful, respectively unsuccessful, journeys. The accumulated weight along a
path in a user journey game, called gas, then represents the user’s “motivation”
to continue the journey [30,31].

Table 1. Model checking queries for SUJGs.

Name Query Description
Q1 {{C))Pmax=?|F successful] Probability of a successful journey
Q2 U)) Ry —- [F successful | unsuccessful]

Boundaries for accumulated

(¢,
Q3 ((C))Rys_+[F successful | unsuccessful] T e ——
Q4 <<C>)R§?:x_ [F successful | unsuccessful]
5 O))Ry—-[C
Q5 () R [Css] Step bounded reward
Q6 ((C))Rip=2[C<s]
Q7 ((C))Ry,ax—2[F€ successful] r € {NEG, POS, STEPS} Expectation of reward structures
C)) Pmax=2[(F ful & >Go &
Q8 (en ?[(F successfu gas = to Constrained success probability

steps < ) & (G gas > G1)]

The controllable and uncontrollable states are identified using the actor-
mapping function o to map states to the actors C (service provider) and U
(user); e.g., the set of states in I'c corresponds to the copies of output actions
where C' controls the next action: a?f‘{i), where a(a;) = C. Then I'c = {s € I' |
Ja € Aous : M(s) = a®}, and I'y = {s € ' | 3a € Agut : A(5) = a¥ V \(s) = a}.

The weight function w and the state partitioning allows the MDP to be trans-
formed into a weighted, two-player SMG, hereafter called a stochastic user jour-
ney game (SUJG), i.e., a tuple G = ({C,U}, I, Ain, (I)icio,uy» 80,6, T, Ts, w),
where final states T = {s € I" | A(s) = successful V A(s) = unsuccessful}, success-
ful final states Ts = {s € I' | A(s) = successful}, and w the weight function. Note
that every user journey game can be transformed into an equivalent SUJG.

5 Queries for Stochastic User Journey Games

We here assume that users do not interact infinitely with a service provider but
eventually stop. Therefore, we consider SUJGs to be stopping games, in which
we reach almost surely terminal states with reward zero [33].

Step 3. We now consider the probabilistic model checking of properties that are
crucial for the success of user journeys. The violation of these properties allows
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us to locate problematic states where the user journey may be improved. The
constructed SUJG may contain loops with a positive or negative sum of weights.
For this reason, we distinguish queries applicable to games with reward structures
and with bounded integer encodings. Table 1 lists properties that we analyzed for
the case studies, and that we discuss below. The queries are specified in rPATL,
where C' denotes the service provider and U denotes the user.

Let us first analyze the probability of completing a user journey successfully;
i.e., to what extent can service provider C' guarantee the successful outcome
of the game? Query Q1 quantifies the service provider’s ability to guide an
independent user. Searching for states that return a small probability of reaching
any s € T, uncovers states from which the service provider has little or no
probability of successfully guiding the user. Thus, the journey is likely to fail.
Here, successful is a predicate that only holds in the successful final state T, and
unsuccessful is a predicate that holds in the final states T\ Ts.

Reward Structures decouple accumulated rewards from the state space in
PRISM-games and allow efficient computation of accumulated rewards. In turn-
based SMGs, PRISM-games only supports positive rewards. Thus, we use two
reward structures: POS for positive and NEG for negative gas (see Sect.4). The
weight of a transition in the SUJG contributes to the corresponding structure,
i.e., positive weights add to POs, and negative weights add to NEG. Many ser-
vices contain transitions with negative weights, e.g., reflecting actions that may
be unintuitive for the user. To analyze the effect of these transitions, we con-
sider queries concerning the user experience. Query Q2 determines the lower
bound for the negative reward that the user must accumulate to achieve any
outcome, by assuming that both actors cooperate. Queries Q3 and Q4 deter-
mine the minimum NEG and maximum POs reward that the service provider can
guarantee, independent of the user, over successful and unsuccessful journeys,
respectively. Rewards can also be used to relate gas to the number of steps taken
so far: Queries Q5 and Q6 return the minimum negative or maximum positive
accumulated reward (denoted C) within the first S steps that C' can guarantee.

Bounded Integer Encodings combine positive and negative weights in one
variable, enabling queries on their difference. Every transition changes the value
of this variable by the corresponding positive or negative weight, reflecting the
gas along the paths in the game (see Sect. 4). We also consider a step counter that
is updated for each transition. To restrict the size of the search space, we give
this variable a bound (i.e., steps := min(steps +1, X) for some X). We then use
concentration inequalities such as Markov’s inequality and cumulative reward
structures to calculate the expected values of POS, NEG, and STEPS in Q7, and
derive upper and lower bounds that include at least a minimum part of the dis-
tribution. Note that this construction is only needed in the presence of loops and
that the expected total rewards, used to bound the model, are finite as we assume
stopping games. Query Q8 determines the service provider’s probability for a
successful journey with a minimum amount of gas along the path, a maximum
amount of steps, and an overall lower bound for the gas. This multi-objective
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query searches for a successful final state where gas > G and steps < S, while
ensuring that gas never decreases below G1, for constants Go, S, G;.

Experiments. PRISM-games supports experiments on queries that instantiate
a variable, e.g., the maximum number of steps, with all values in a given integer
interval. We use experiments to compare different values of player activity by
modifying the probabilities for the service provider or user to take their actions
first. Additionally, we vary the allowed number of steps to investigate how the
probabilities of a successful outcome change with a limited number of steps.

6 Model Reduction for Visualization

Model checking may reveal weaknesses in the service design and unsatisfiable
queries may suggest a need for changes. However, an unsatisfiable query does
not by itself identify the actions that negatively affect the largest number of
users. To help prioritize options during service redesign, we rank actions based
on their expected influence on the user journey outcome, to identify the most
critical actions for the largest number of users (cf. Step 3, Fig. 1). We synthesize
strategies maximizing the probability of a successful outcome by returning a
maximizing strategy for the service provider and a minimizing strategy for the
user, based on the queries in Sect. 5. These strategies resolve the players’ choice
of action in the SUJG via an induced Markov chain M’ = (I",¢’, so); the states
I of M’ form a, possibly smaller, subset of the states I" of the original SUJG,
i.e., I" C I'. (The construction of the induced Markov chain M’ from an SMG
is detailed in [12].)

We say that users are guidable if the probability that they can successfully
complete the journey is greater than zero. Let the function % : I'" — [0, 1] map
states s € I'' to the (intermediate) results of the probabilistic query Q1, express-
ing the probability of reaching the successful outcome from s. The difference in
guidable users between two neighboring states s and s’ is the absolute difference
between Z(s) and Z(s’), multiplied by the users traversing between these states.
Formally, the difference diff: I" — R in state s € I is the absolute difference
in guidable users between s and all neighboring states s’:

difi(s) = 3 |%(s) - B()] - #E (5.) . (1)

s'el”

Here, #g (s,s') denotes the number of users traversing from s to s’ as recorded
in the log £, where s’ € I and §'(s,s’) > 0. For non-neighboring states, let
#1."(s,5") = 0. States can then be ranked in descending order by their difference.

Visualizations of Results. Real-world processes with complex structures and
many users result in models that might be hard for humans to interpret correctly.
We discuss a model visualization method based on the model-checking results
that allows model reduction while preserving the ranking order.

The state space of M’ can be abstracted into clusters of states with an equal
probability of success as defined by Z. Neighboring states with the same results
can be merged. States {s' € IV | (s,s") € Ey NZ(s) = #(s’)} can be merged into
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Fig. 2. We visualize the model checking results in a Sankey diagram that is generated
from the learned (SUJGs).

a state s. We also merge successful final states T;NI" and unsuccessful final states
(T'\T,)NI". Note that the reduced model preserves all transitions to states that
negatively impact the user journey, and that the merge operation is commutative.

To visualize fluctuations in guidable users along the user journey, we trans-
form the reduced model into a Sankey diagram [39]. We opted for Sankey dia-
grams since they seem accessible to a wide range of stakeholders with some
previous insights into the user behavior [19]. Each bar in the diagram illustrates
changes in guidable users, divided into flows of lost and gained guidable users.
The largest bars indicate states that are promising candidates for improvement.
Note that the bars are not monotonic as they do not visualize the absolute
number of users in a state, but the weighted difference in guidable users.

A heat map visualizes the result mapping & in the reduced Markov chain.
By clustering similar states, we can keep diagrams fairly small without compro-
mising the analysis. Figure 2a shows a SUJG with three necessary user actions to
reach a successful outcome. States are annotated with the probability of reach-
ing the successful final state, dotted lines represent uncontrollable user actions,
annotated with their probabilities. Figure 2b shows the reduced Markov chain,
where two actions divide the states into four clusters with 35%, 70%, 100%, and
0% probability of success, respectively. The insights gained from the induced
Markov chain are then visualized as a Sankey diagram in Fig.2c. The example
illustrates flow capacities through the distribution of 100 users.

7 Case Study Results

Table 2. Model checki Its f
We [:resent resu%ts for the GrepS and G?epg and ](S)Pic(fl;‘c Hg resuis for
BPIC’17 case studies from Sect. 3. The steps o GrepS BPIC'17-1 BPIC'17-2
described in Sects.4-6 are assembled in a )
tool chain, implemented in Python 3.10.12, 8§ ;g‘:g ii;; ;i‘i;
and available online [27]. For automata o, 408 6770 68.07
learning, we use the IOAlergia implemen-
tation of AALPY [37] (v.1.4) and, for model checking, PRISM-games [11,32]
(v.3.2.1). All experiments ran on a laptop with 32 GB memory and an i7-1165G7
@ 2.8 GHz Intel processor within few hours.
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GrepS. Figure 3 shows the generated cyclic game,
where touchpoints are represented as states, identi-
fied by T and a number. It encodes a heat map, rang-
ing from yellow states to green states; the darker a
state’s green, the greater its probability for success
(orange is the unsuccessful state). Transitions with
negative weights are orange, and those with positive
weights green. The figure highlights the three phases
of GrepS’ user journey. Phase 1 consists of touchpoints
T0-T4, Phase 2 of T5-T20 and Phase 3 of T21-T26.
Users receive a new task in T9, T11, T13, T15, and
T17. Feedback to users is given after every task. Users
share their results with the client company in T26. For
readability, we merged the service-provider controlled
and user controlled states, which we introduced due
to the input/output format of the traces, see Step 1 in
Sect. 4, with their preceding touchpoint-labeled states
(the full model is available at [27]). For GrepS, we
assume that users, when it is their turn, can transi-
tion according to the recorded events, or do nothing,
i.e., transition to a service-provider state, if available.

We investigate the limits for the positive and
negative weights that the service provider can guar-
antee during the journey, with the user and on its
own. Table 2

presents results for model checking the queries Q2—
Q4 (see Tablel) for both case studies. For GrepS,
the user must endure a significant number of nega-
tively weighted transitions, since the maximum accu-
mulated POS (Q4) is smaller than the minimum accu-
mulated NEG (Q3). Cooperation (Q2) results in a
67.37% reduction in accumulated NEG.

We analyze the impact of the users’ and service
provider’s activity on the user journey by varying the
probability in the game’s transitions, to change how
eager a player is in taking action. Figure 4a shows the
results for these changes: on the horizontal axis, ¢ = 0
means that the player takes action according to the
frequencies of the original game, —1 < ¢ < 0 means
that the service provider gradually increases the prob-
ability of taking action (the service provider always
takes an action, if available, with ¢ = —1). Similarly,
for 1 > g > 0, the user gradually increases the proba-
bility of taking action (until always taking an action,
if available, with ¢ = 1). The vertical axis shows the

[Review anyl sfare]

Fig. 3. Simplified model
of GrepS’ user journey.
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Fig. 4. Experiment results for the GrepS case study.

probability of a successful journey (Q1); interestingly,

GrepS has a linear gain from being more active and a non-linear loss from being
more passive. Figure4b shows the results for queries Q5 and Q6 by compar-
ing the maximal accumulated positive and the minimum accumulated negative
weights for the first S steps of the journey, revealing that negative weights sur-
pass positive weights, especially at the beginning of a journey.

To evaluate whether the service provider can guide users to a successful out-
come with limited steps and lower bounds for the gas, we consider the model
with bounds derived from query Q7 (see Sect.5). We bound the integer encod-
ings by 10 times their expected value, which includes at least 90% of the traces.
Figure 4c shows the development in guiding the user under Q8. The plot’s labels
are pairs (Go, G1), where Gy is the minimum gas in the final state and Gy the
lower bound for gas along the journey. For pairs with the same results, we only
plot pairs with the maximum final gas and the maximum gas along the journey.
The plot shows that experiencing a journey with high minimal gas and reach-
ing a successful outcome are conflicting goals; maximizing minimal gas clearly
affects the probability of success for the user journey. For the best probability of
success (51%), GrepS needs to guide the users through the negatively weighted
transitions, which reach a minimum gas of —64. Actually, the user never fully
recovers positive gas in this journey, which ends with a negative gas of —4.

The analysis has shown that users face negative experiences and that the
service provider can offer guidance. We now consider where the journey can be
improved to help users reach a successful outcome. Figure 5 shows the derived
Sankey diagram with observed users as flow capacities, as described in Sect. 6.
The reduced model contains only 6 states, while the mined one has 65 states.
Based on the state ranking function (Eq. 1), state T25, where users accept or
reject their test results, appears as the most critical state for a successful journey;
it determines whether the user will (or not) reach a successful final state; in fact,
25% percent of the users recorded in the log fail their journey immediately after
this state. The second most critical state is the first task T9 (where 37.5%
of all users are lost), followed by the other tasks. However, at these points in
the journey, several user-controlled actions are required for a successful journey,
which makes GrepS dependent on the user’s cooperation in these states.
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Thus, the SUJGs allow us to identify -

specific states for enhancing the jour- fr fris Sl
ney: T9 and T25. Our analysis clearly ﬂTzs

shows that GrepS needs to be active
to achieve a successful user journey
(Fig.4). We note that most negatively
weighted transitions are user-controlled,
suggesting that GrepS can prevent users
from “derailing” from a successful journey by being more active within the user
journey. If GrepS provides less guidance, users tend to abandon their journeys
more easily.

SLICCI

Fig. 5. Sankey diagram of Greps’ user
journey for guidable users.

Stakeholder validation of GrepS Results. We presented the results obtained
for GrepS to a company stakeholder? to obtain feedback on our results and their
presentation format. The stakeholder was not involved in performing the case
study; the other authors only had access to the event log from GrepS, provided
in 2021. This validation was done after the analysis results were available.

He was familiar with Sankey diagrams and immediately observed that our
analysis makes non-trivial insights accessible to key-stakeholders, varying from
concrete recommendations to non-trivial prescriptions on company behavior.
From the company’s perspective, prioritizing limited resources to improve the
users’ success rate and experience is challenging. Our case study substantiates
that automated analyses based on event logs are a viable alternative to current
best-practices based on heuristics, and promise to reduce assessment efforts.

The identification of T25 as a candidate for improvement (Fig. 5) had actually
been discovered independently by GrepS, confirming our analysis. This step is
currently supplemented by a manual follow-up step, since completing the user
journey successfully is crucial to provide a good user experience. The second
suggested task, T9, is not obvious to GrepS and introduces options they have
not yet considered, namely to spend resources on guiding the user rather than
further optimizing the negative weighted sign-up phase (see Fig. 4b).

The analysis of actor eagerness related to the probability of success (Fig. 4a)
is novel and implies that revenue from resources invested in guiding users can
be computed. This allows GrepS to evaluate whether to spend more resources
on guiding users, given the linear scaling of success probability, or to cut costs
through less guidance, reducing manual work while increasing service adversity.

Figures4b and 4c can be used to relate user profiles and user journeys. A
user’s motivation to complete tests and share results despite negatively weighted
actions, is initially unknown. If the company had some prior knowledge about
the initial motivation of a user or a group of users, it would be possible to
model different journeys through the service. In particular, Fig. 4c can support
such endeavors, because different bounds can be identified for different planned
journeys with corresponding probabilities for success.

2 The third author of this paper is a long-term stakeholder of GrepS.



180 P. Kobialka et al.

=

—— BPIC'17-1

BPIC’17. Applying Steps 1 and 2 to BPIC’17 > ° \\ BPIC17-2
yields models with 95 states for BPIC'17-1 and 2

131 for BPIC’17-2. Step 3 reduces the models to ‘g“

32 and 47 states, respectively (i.e., +60% reduc- §*

tion). When filtering on reachable states, using the 3z °? service provider | \Ueer

generated strategy, the models shrink to 15 and o
19 states, respectively. Figure 7 shows the Sankey Scaled activity
diagrams for the two event logs. For readability, we .. .

€ . . Fig. 6. Parametric eagerness
omit the names of states with the least difference for Q1 in BPIC'17.
in guidable users and use a heat map as in Fig. 3.

The comparison of model checking results between the two models with
queries Q2-Q4 (see Table2) shows some small improvements from BPIC’17-1
to BPIC’17-2. Figure6 compares different levels of player eagerness for
both SUJGs, model checking Q1. It reveals improvements in the service.
BPIC’17-2 outperforms BPIC’17-1 starting from ¢ = 0.06 when increasing the
service provider’s probability to take an action. (Plots showing results for the
remaining queries, similar to the queries for the GrepS case study, are available
online [27].)

Figure 7 shows the positive impact for BPIC’17-2 after the concept drift. In
BPIC’17-1, the number of guidable users remains constant through the user jour-
ney, with the most critical state causing only 27% of the total user difference. In
BPIC’17-2, the main critical state causes a total of 50% difference of guidable
users. We also observe a change in loan offers: the 2nd and 3rd offers are promi-
nent in the reduced BPIC’17-2 model (while they were merged with other states
or omitted in BPIC’17-1), each with decreasing flow capacity. Furthermore, the
probability of guiding users from “customer Create Offer 0” reduced; this state
is marked yellow in BPIC’17-1 and orange in BPIC’17-2, indicating a decrease
in user experience. In both journeys, the second most critical state, a short call
due to incomplete files, is user-controlled, but its fraction of the total guidable
user’s difference decreased from 26.6% to 12.5%. This can be interpreted as evi-
dence that the service provider improved this call state after the concept drift.
However, we observe that BPIC’17-2 still lacks proper guidance for the effect of
the call, based on the direct transition to the unsuccessful final state.

Threats to Validity. For model learning with IOAlergia, we set the parameter
€ (which regulates state merging) according to the size of the underlying event
log and the assumed complexity of the service. For GrepS, we set ¢ = 0.1 due
to a small number of possible journeys, while for BPIC’17, we set ¢ = 0.8 to
capture different decisions and possible executions. Insights from GrepS highly
depend on €, where a larger € restricts state merging. For BPIC’17, we observe
that the eagerness experiment (Fig. 6) replicates for various e values, though with
variations for either small or large ¢ values. Further investigations are needed
to draw rigorous conclusions about this relation. The model-checking analysis
in Step 3, which generate Sankey diagrams, do not require a minimal flow of
users. Strategies might exploit rarely observed behavior, they do not consider a
minimum bound for the coverage of users. Table 1 presented queries that target
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Fig. 7. Sankey diagrams generated from the reduced BPIC’17 models.

Pareto optimization problems to optimize multiple conflicting objectives, e.g.,
limited steps and minimal gas in positive states. We explored solutions to these
problems with PRISM-games experiments, but one could also search for all solu-
tions. The efficiency of our technique depends on automata learning and model
checking; all presented results are reproducible within ~ 9h.

8 Related Work

Related work primarily focuses on designing domain-specific modeling lan-
guages that allow modeling from the user’s perspective. The methods devel-
oped [5,9,14,20,22,23,35,38,41] concentrate on manually constructing user jour-
neys based on expert knowledge [9], user questionnaires [21,41], or given event
logs [5]. The analysis of the resulting models is typically also performed man-
ually. However, Lammel et al. [35] propose an ontology-based technique that
allows the automatic generation of visualizations to provide further insights.
Process discovery [1] is a technique to automatically generate models from
event logs and has been applied to generate different types of user journey
models such as customer journey maps (CJM) [7,8,24] or transition systems
[26,28,30,31,42]. CJMs represent grouped traces in the event logging, unlike our
work where we mine a general model. Existing approaches [26,28,31,43] that
use process discovery techniques to mine transition systems ignore the underly-
ing distribution of events. By capturing the probabilities in the model, we can
perform a finer analysis and visualization, and provide guidelines to the service
provider in case of changing behavior. In our previous work [31], we also gener-
ated weighted deterministic user journey games and applied model checking to
find bottlenecks in the service. By applying automata learning instead of process
discovery techniques, we enhance this approach to generate probabilistic games.
Automata learning techniques [3,13,16,45] have been used to mine process
models, e.g., transition systems or Petri nets, from given event logs. However,
our proposed approach incorporates the users’ perspective. While existing tech-
niques may also consider the underlying probability distribution of the event
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log constructing the model, they neglect it for later analysis. Wieman et al. [45]
derive improvements for industrial case studies manually from the learned model.

9 Conclusion

This paper presents two complementary case studies for the automated modeling
and analysis of user journeys from event logs. Our analysis tool chain combines
automata learning and model-checking techniques, based on a formalization of
user journeys as stochastic weighted games that exploits the underlying distribu-
tion of events in the log. Model-checking results are used in property-preserving
model reduction, which allows us to automatically identify and rank actions
that are critical to the outcome of the user journey and visualize their effect.
To the best of our knowledge, this is the first work using stochastic games in an
automated method to analyze and improve user journeys.

The investigated case studies demonstrate the applicability of our approach
to real-world services, varying in size and complexity. The results of the case
studies lead us to three main observations: (1) model visualization creates com-
pact Sankey diagrams for complex services that facilitate the interpretation of
formal analyses; (2) the model reduction preserves changes in the underlying
journeys, e.g., the concept drift for BPIC’17; and (3) the state ranking method
effectively identifies candidate states for service redesign, based on user experi-
ence. Compared to previous work, our exploitation of the underlying probabilis-
tic distribution of events enabled a more targeted analysis of the user journeys.
For future work, automatically capturing the actor information in the event logs
would make our approach less dependent on domain knowledge.

Data Availability Statement. The artifact to replicate the presented results is pub-
licly available on Zenodo at https://doi.org/10.5281/zenodo.12529995.
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Abstract. Fault injection attack is a class of active, physical attacks
against cryptographic circuits. The design and implementation of coun-
termeasures against such attacks are intricate, error-prone and labo-
rious, necessitating formal verification to guarantee their correctness.
In this paper, we propose the first compositional verification approach
for round-based hardware implementations of cryptographic algorithms.
Our approach decomposes a circuit into a set of single-round sub-circuits
which are verified individually by either SAT/SMT- or BDD-based tools.
Our approach is implemented as an open-source tool CLEAVE, which is
evaluated extensively on realistic cryptographic circuit benchmarks. The
experimental results show that our approach is significantly more effec-
tive and efficient than the state-of-the-art.

1 Introduction

Cryptographic circuits are widely applied in various embedded and cyber-
physical systems [5,39]. However, they are vulnerable to fault injection attacks,
which disrupt the execution of cryptographic primitives via clock glitch [2],
underpowering [34], voltage glitch [41], electromagnetic pulse [16], or laser
beam [36]. With circuit’s faulty outputs, attackers can employ statistical anal-
ysis methods to infer sensitive information, thereby threatening the security of,
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e.g., authentication. As a result, fault injection attacks pose a significant threat
to the security of embedded and cyber-physical systems.

While countermeasures have been proposed to mitigate these attacks [1,26,
35], their implementation does not necessarily guarantee security. Crucially, the
fault-resistance of these countermeasures needs to be formally verified. While a
plethora of fault-resistance analysis approaches have been proposed (cf. Sect. 6),
the state-of-the-art formal verification approaches are non-compositional and
limited in efficiency and scalability for realistic cryptographic circuits.

Contributions. In this work, we propose the first compositional verification
approach for sequential circuits of cryptographic primitives with countermea-
sures against fault injection attacks, aiming to combat the efficiency and scal-
ability challenges. Different from existing approaches for compositional safety
and equivalence checking (e.g., [15,24,25]) which are not applicable for fault-
resistance verification, our approach leverages the structural feature of round-
based cryptographic circuits and decomposes the circuit into a set of single-round
sub-circuits extended with, importantly, primary inputs/outputs, registers and
their connections to guarantee soundness. We then verify those sub-circuits by
leveraging SAT/SMT- and BDD-based approaches [31,37]. Our decomposition
approach guarantees that the composition of fault-resistant single-round sub-
circuits is always fault-resistant. Furthermore, we investigate various acceleration
techniques that can significantly enhance verification efficiency.

We implement our approach as an open-source tool CLEAVE (Compositional
fauLit injEction Attacks VErifier), based on Verilog gate-level netlist. We thor-
oughly evaluate CLEAVE on 9 real-world cryptographic circuits (i.e., AES and
LED64) equipped by both detection- and correction-based countermeasures,
where the number of gates ranges from 1,020 to 34,351. The experimental results
show that our approach is effective and efficient. For instance, the SAT-based
compositional approach can verify most of the benchmarks (17/18) within 200s
and the remaining one can be done in 53 min; in contrast, the monolithic coun-
terpart can only deal with 12 benchmarks within 6 h and requires significantly
more verification time. The same improvements can be observed for SMT- and
BDD-based compositional approaches.

To summarize, we make the following contributions.

— We propose a novel compositional fault-resistance verification framework for
cryptographic circuits and various techniques to enhance efficiency;

— We implement an open-source tool CLEAVE for Verilog gate-level netlists;

— We extensively evaluate our tool on realistic cryptographic circuits, demon-
strating its effectiveness and efficiency.

Outline. Section 2 introduces preliminaries. Section 3 defines the fault-resistance
verification problem. Section 4 presents our compositional verification approach.
Section 5 reports experimental results; We discuss related work in Sect.6 and
conclude the work in Sect.7. Benchmarks, the source code of CLEAVE, more
experiential results and missing proofs are provided [38].
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2 Preliminaries

Let B :={0,1} and [n] := {1,--- ,n} for a natural number n > 1. We consider
two types of logic gates: one-input gate g : B — B (e.g., not) and two-input gate
g:BxB — B (e.g., and, or, xor). To model faulty gates, we define three faulty
counterparts (g, gs, gr) of each gate g with g = =g, gs = 1 and g, = 0.

Definition 1. A combinational circuit C is a tuple (V,1,0, E,g), where

- V is a finite set of vertices in the circuit such that each vertexv € V\ (IUO)
is associated with a logic gate g(v) whose fan-in is the in-degree of v;

- I CV and O CV are the primary inputs and outputs, respectively;

- EC(V\O)x (V\I) is a set of edges, each of which (v1,v2) € E transmits
the signal over B from vy to ve, namely, one of the inputs of the logic gate
g(ve) is driven by the output of the logic gate g(v1);

— and (V, E) forms a Directed Acyclic Graph (DAG).

A combinational circuit C' represents a Boolean function [C] : B/l — BICI
such that for any input signals = € BlI, [C](z) is the output of the circuit C
when fed with x.

A (synchronous) sequential circuit is a combinational circuit with feedback
via registers and synchronized by a global clock. It is memoryful as the reg-
isters store the internal state. In this paper, we focus on round-based circuit
implementations of cryptographic algorithms. Conceptually, the circuit consists
of several rounds, and physically each round may comprise some clock cycles.
For our purpose, the sequential circuit is defined as follows.

Definition 2. A k-clock cycle sequential circuit S[k] (we may simply write S to
simplify the notation) is a tuple (Z,0,C, R, so), where

— T and O comprise the primary inputs and primary outputs, respectively.

- R = Rin UR; is a finite set of registers (aka memory gates), with initial
signals so € BIR| for state registers in R. Intuitively, registers in R, (resp.
Rs) store primary input signals (resp. results) of combinational circuits.

- C={Cy, - ,Cy}, where for each i € [k], C; = (V;,I;,0;, E;, g;) is a combi-
national circuit for the i-th clock cycle. Moreover, it is required that all the
primary inputs I are connected to registers in R, which in turn are con-
nected to the inputs I; to avoid glitches, and the outputs O; are connected to
the primary outputs O and registers in Rs. We also extend function g; such
that g;(r) is an identity function for every register r € R

A state s: Rs — B of S[k] is a valuation of the registers Rs. In each clock
cycle i € [k—1], given a state s;_1 and primary input signals x;, the next state s;
is [C;](8i—1,x;) projected onto R, while [C;](s;—1,x;) projected onto O gives

the primary output signals y,, written as s;_; mily; S;.

Given a sequence of primary input signals (&1, - ,xg), a run p of the circuit
S[k] is a sequence

z1ly, z2|y, z3lys Ti|yy
S0~ 81— 8y — Syt ——8p_1 — S,
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where (yq, - ,¥y;) is the sequence of primary output signals. The circuit S[k]
can also be seen as a Boolean function [S[k]] : (BZNH* — (BI®N)* such that
[S[k]](x1,- - , @) is the sequence of primary output signals for a sequence of
primary input signals (@1, ..., xk).

We remark that our definition of sequential circuits is slightly different from
the one given in [37], in which primary inputs can be connected to logic gates.
We only allow primary inputs to connect to registers to avoid glitches which
often introduce faults as well. Hence, our definition is sufficient for cryptographic
circuits according to our experience while it facilitates the decomposition.

3 The Fault-Resistance Verification Problem

A fault injection attack actively injects faults into the execution of a crypto-
graphic circuit and then infers sensitive data (such as the cryptographic key)
via statistical analysis [3,8,9]. A general introduction refers to [21]. In partic-
ular, both non-invasive fault injections (i.e., clock glitches, underpowering and
voltage glitches) and semi-invasive fault injections (i.e., electromagnetic pulses
and laser beams) have been widely studied to compromise the security of cryp-
tographic circuits, varying with attack cost and attack effectiveness [30]. There
are detection- and correction-based countermeasures to mitigate fault injection
attacks [1,35]: the former aims to detect fault injection attacks and raise an error
flag once the attack is detected, so sensitive data can be destroyed in time; the
latter aims to correct faults induced by attacks and produce the desired outputs.

3.1 Security Notions

We consider the following three fault types that suffice to capture both non-
invasive fault injections and semi-invasive fault injections (cf. [30,37]):

— bit-set fault 74: when injected on a gate g, its output becomes 1, namely, the
gate g becomes the faulty gate g5, denoted by 74(g);

— bit-reset fault 7.: when injected on a gate, its output becomes 0, namely, the
gate g becomes the faulty gate g,., denoted by 7,.(g);

— bit-flip fault 7,5: when injected on a gate, its output is flipped, namely, the
gate g becomes the faulty gate g, denoted by 7,5(g);

Fix a circuit S[k] = (Z, O, R, so,C) protected using either a detection-based
or correction-based countermeasure, where C = {Cy,---,Ci} and for each
i€ [k], C; = (Vi,1;,0;, E;,g;). We assume 0s1a € O, where 0s1a4 is an error
flag indicating whether a fault was detected when S adopts a detection-based
countermeasure. If S adopts a correction-based countermeasure (i.e., no error
flag is involved), we simply assume that o155 is always 0. We denote by B the
blacklist of invulnerable gates that are protected against fault injection attacks.
B usually contains the gates used in implementing a countermeasure.
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Definition 3. A fault vector on the circuit S with the blacklist B and a set of
fault types T, denoted by V(S,B,T), is a set of fault events

V(S7B7T) = {e(alaﬁth)a e 7e(am76ma7-m) ‘ 1 #] — (Oi 7é Ujvﬁi 7é ﬁ])}7
where each fault event e(o, B, T) consists of

— o € [k] specifying the clock cycle of the fault injection, namely, the fault
injection occurs at the o-th clock cycle;

- e RUV,\ (I, UO,) specifying the vulnerable gate on which the fault is
injected (note that 8 & B);

- 7 €T specifying the fault type.

A fault vector V(S,B,T) yields a faulty circuit F(S,B,T) :=
(Z,0,R,s0,C"), where C' = {C1i,---,C}}, for each i € [k]: C] :=
(V;vIlaOuEzag;) and g;(ﬁ) = T(gl(ﬁ)) if e(i7677—) € V(SvBaT)v otherwise
C} = C; and gi(B) := gi(B)-

Intuitively, the faulty circuit F(S,B,T) is the same as the circuit S except
that for each fault event e(i,3,7) € V(S,B,T), the gate g;(3) is transiently
replaced by its faulty counterpart 7(g;(3)) in the i-th clock cycle, whereas all
the other gates remain the same.

Definition 4. A fault vector V(S,B,T) is effective if there exists a sequence of
primary input signals (x1,- -+ , @) such that two sequences of primary output
stgnals

[S)(x1,- - ,xx) and [F(S,B, T)| (21, ,xx)

differ at some clock cycle before the error flag os1ag 1s set.
Otherwise, the fault vector V(S,B,T) is ineffective and the circuit S is resis-
tant against the fault vector V(S,B,T).

An effective fault vector results in faulty primary output signals where the fault
is not successfully detected (i.e., the error flag o¢14¢ is not set in time). Note that
there are two possible cases for an ineffective fault vector: either [S](x1, -, xk)
and [F(S,B,T)](x1,- - ,xk) are the same or the fault is successfully detected.

Inspired by the consolidated fault model [30], we define the security model for
fault-resistance verification which characterizes the capabilities of the adversary.

Definition 5. A fault-resistance model for the circuit S with the blacklist B is
given by m(ne,n., T,¢), where

- n. is the maximum number of fault events per clock cycle;

- n. is the mazimum number of clock cycles in which fault events can occur;

- T C{rs,7r, 7oy} specifies the set of allowed fault types; and

— £ € {c,r,cr} defines vulnerable gates: c for logic gates in combinational cir-
cuits, r for registers and cr for both logic gates and registers.
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For example, m(n, k, {75, 7, o }, cr) models the strongest adversary, who can
inject faults to all the gates simultaneously at any clock cycle (except for those
protected in the blacklist B) while m(1, 1, {75}, c) only allows the adversary to
choose one logic gate to inject a set fault in one chosen clock cycle.

Formally, the fault-resistance model m(n.,n., T, ¢) defines the following set
[m(ne,n, T, £)] of possible fault vectors that can be applied by the adversary:

fMaxE(V(S, By, T)) < n.
[m(ne,n., T, £)] := < V(S,B¢, T) and
£C1x(V(S,B¢,T)) < n.

where

B, if £ = cr;
- B,:={ BUR, if £ =c;
— fMaxE(V(S, B, T)) := maxqcpy [{e(a, B,7) € V(S,B¢, T)}|, ie., the maxi-
mum number of fault events per clock cycle in the fault vector V(S, By, T');
— 1C1k(V(S, By, T)) := {a | e(a, B,7) € V(S,By, T)}|, i.e., the number of clock
cycles when fault events can occur.

Definition 6. The circuit S is fault-resistant against m(ne,n., T,£), denoted by
(§,B) Em(ne,n., T, £), if all the fault vectors V(S,B,T) € [m(ne,n., T,¢)] are
ineffective.

The fault-resistance verification problem is to determine whether or not
(§,B) = m(ne,n,, T, 0).

By Definition 6, it is straightforward to show that:

Proposition 1. If (S,B) = m(n.,n., 11, cr), then (S,B’) = m(n,,n’, 15, ¢) for
any BC B, n, <n.,n.<n., T CT, L€ {c,r,cr}.

By adapting the proof of NP-completeness [37] which reduces from the SAT
problem, we can show

Theorem 1. The problem of determining whether a k-clock cycle circuit S[k]
for any fixed k > 3 is not fault-resistant is NP-complete.

3.2 Motivating Example

A motivating example is given in Fig. 1, which is a simplified implementation
of AES with a detection-based countermeasure [1]. The circuit has three cryp-
tographic blocks (B1, B2, B3), three redundancy blocks (RB1, RB2, RB3), two
selective blocks (MUX1, MUX2) and a check block CHECK, where all the gates in the
check block CHECK are added to the blacklist B. The cryptographic blocks and
the two selective blocks together implement the functionality of AES, while the
others implement a detection-based countermeasure.
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The first round starts with a reset signal
rst (i.e., rst =1) after which the primary input
signals INPUT are selected by MUX1 and stored
in the registers REG. Moreover, rst is set to 0.
Next, the values stored in the registers REG are
processed by the cryptographic and redundancy
blocks. The cryptographic block B1 produces
primary output signals of the current round;
the results of the cryptographic block B3 and
redundancy block RB3 are stored in the registers
REG as inputs of the next round (called feed-
back). Furthermore, the values of registers and
the results of all the cryptographic and redun-
dancy blocks are fed to the check block CHECK
which checks whether a fault injection attack occurs. The primary output FLAG
is the error flag.

The internal rounds are the same as the first round except that the feedback
from the previous round is stored in the registers, instead of the primary input
signals, because the reset signal rst has been set to 0 in the first round. The last
round is the same as the internal rounds except that the results of the crypto-
graphic block B1 (resp. the redundancy block RB1) are fed to the cryptographic
block B3 (resp. the redundancy block RB3) by setting the input signal sel=1 of
the selective block MUX2, respectively.

To verify its fault-resistance, one can unroll it according to the clock cycle (cf.
[38]), then enumerate and check the effectiveness of each possible fault vector by
analyzing the unrolled and faulty counterparts via BDD [31] or SAT/SMT [37].
However, there are two shortcomings which hurdle their efficiency and scalability.
(1) One shall verify the equivalence of the primary outputs of the circuit and
its faulty counterpart, which must be done for each round (unless the error
flag is set). Since the subsequent round depends upon preceding rounds, the
size of the SAT/SMT formulas or BDDs usually increases dramatically, which
incurs a blowup in rounds of circuits. (2) To achieve completeness (or at least
a high coverage), a large number of possible fault vectors have to be checked,
which incurs a blowup in the number of fault vectors. Our work proposes a
novel compositional approach to combat these two types of blowups in fault-
resistance verification by decomposing the verification of an entire circuit into
the verification of (typically much smaller) single-round sub-circuits.

Fig. 1. The AES circuit.

4 Compositional Verification

In this section, we first describe the overview of our approach and our decomposi-
tion, next briefly recap two symbolic approaches (SAT/SMT- and BDD-based)
for verifying sub-circuits, and finally present three acceleration techniques to
improve the verification efficiency.
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4.1 Overview of the Approach

Our approach relies on the structural feature of (round-based) cryptographic
primitives, e.g., block ciphers, for which countermeasures are developed round-
by-round accordingly, aiming to isolate the effects of fault injection in each round.
Furthermore, the rounds are often similar, many of which are even the same, For
instance, the first (k—1) rounds in Fig. 1 are the same except that the first round
uses the primary input signals while the other (internal) rounds use the feedback
from the previous round (i.e., the values stored in the registers).

Based on the above key observation, as shown in Fig.2, given a circuit S,
a blacklist B of gates on which faults cannot be injected and a fault-resistance
model m(ne,n.,T,¢), our approach first decomposes the circuit S into single-
round sub-circuits (S, - ,S,) where each S; for ¢ € [r] implements one round.
As many sub-circuits are indeed identical, we only need to verify a small number
of single-round sub-circuits in isolation whereby the fault-resistance of the entire
circuit § is guaranteed. For instance, in the motivating example, we only need
to verify the first and the k-th (i.e., last) round, because the first (k — 1) rounds
are virtually the same. It reduces the verification of a k-round circuit to the
verification of two single-round sub-circuits.

Protected PR P
dreutt s G —) , Subooouit 1 Sub-circuit Verification

SAT/SMT-based
Circuit Sub-circuit 2 erfiation -
Blacklist B v mmm) || Decomposition \ L4 BDD-based
o — Verification
° Result
— Acceleration
Fault-resistance Technigues
model —
mne,ne, T, £) Sub-circuit r
e, T,

Fig. 2. Overview of our approach.

To verify each sub-circuit, we leverage two symbolic verification approaches,
based on SAT/SMT and BDD. To further improve efficiency, we also study
various acceleration techniques exploiting fault effects and propagation.

4.2 The Decomposition

For a k-clock cycle circuit S[k] = (Z,0,R,s0,C) where R = R;, UR;, C =
{Cy1,-+,Cx} and C; = (V;, I;,0;, E;, g;) for each ¢ € [k], let r be the number of
rounds of S[k]. An r-decomposition of S[k] is (S1[k1],- - , Sr[kr]), where for every
i € [r], Si[ks] is a single-round, k;-clock cycle sub-circuit (I, 0W R® @) 1)
defined as (note that 3,4 ki = k)
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- I =7TUT tb, where Zg, comprises additional primary inputs used for rep-
resenting the signals passed from the previous round, i.e., the values stored
in the state registers R, at the end of the (i — 1)-th round;

-0 =0u Oy, where Oy, comprises additional primary outputs used for
representing the signals passed to the next round, i.e., the values stored to
the state registers R at the end of the (i — 1)-th round;

- RW =R, UR, where R}, = Rin URY, R C R comprises registers used
for storing signals passed from one round to the next round, and R, C R
comprises the registers used for connecting combinational circuits of C(*) (note
that R, can be @ if k; = 1, i.e., the round has one clock cycle);

— s = 55 and s for i > 2 is not defined;

- CY ={Cy1, - ,Cip,} with Cyq,--- ,C1pyy-+- ,Crty-oo ,Crg, = Cp---Ch,
and the connection between any two adjacent single-rounds sub-circuits via
the registers R’ is the same as that in S;

— the registers in R”" that were connected by the outputs O;_1x, , of Ci_1x, ,
are now connected by the additional primary inputs Zg, if ¢ > 2;

— the outputs O;_1 , , of C; 1, that were connected to the registers in R are
now connected to the additional primary outputs Oyy.

INPUT INPUT INPUT

OI.'LP 0UTP| OuTpI

OUTPUT

OUTPUT PUT
OUTPUT

Fig. 3. Single-round sub-circuits of the motivating example.

Two single-round sub-circuits S;[k;] and S;[k;] are isomorphic w.r.t. the
blacklist B if they are identical up to the renaming of the primary inputs/out-
puts, registers and vertices in the combinational circuits, and the matched gate
pairs are either both protected or not protected in B. Note that this condi-
tion is much stricter than the semantic equivalence of two circuits, namely, the
same input-output relation, which is insufficient for our decomposition theo-
rem. For instance, consider one single-round sub-circuit correctly implements
a correction-based countermeasure but the other one does not implement any
countermeasure. They are semantically equivalent, but both have to be verified.

Proposition 2. For any pair of isomorphic circuits (S;, S;) and fault-resistance

model m(ne,n., T, ), (S;,B) = m(ne,n., T, ¢) iff (S;,B) = m(ne,n.,T,¢). O

Consider the example in Fig. 1. In this case, r = k (k; = 1 for each i € [k]). As
illustrated in Fig. 3, our r-decomposition removes all the connections labeled with
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FeedBack, re-connects the outputs of the blocks B3 and RB3 to the additional
primary outputs that were connected to the registers REG, and connects the
additional primary inputs to the registers REG that were connected by the outputs
from the previous round. Then, all the single-sound sub-circuits except for the
last one are isomorphic.

Theorem 2. Given a k-clock cycle circuit S[k] = (Z,0,R, s0,C) and a blacklist
B, let (S1[k1], Salkz], -, Srlkr]) be the r-decomposition of S[k]. For any fault-
resistance model m(ne,n., T, £), if (S;,B) E m(ne,n.,T,£) for all single-round
sub-circuits S; € {S1,S52---, S}, then (S,B) = m(n.,n., T, ¢).

Furthermore, if n. > k; for all i € [r],then (S,B) E m(ne, k, T, ¢).

We should emphasize that the additional primary inputs Iy, primary
outputs Oy, registers R and their connections are crucial to guaran-
tee that the composition S[k] of the fault-resistant sing-round sub-circuits
(S1lk1], - -+, Sylkr]) is also fault-resistant. The fault-resistance of all the single-
round sub-circuits, i.e., (S;,B) = m(ne,n.,T,¢) for i € [r], ensures that the
primary outputs O’ = O U Oy remain the same (unless the error flag is set)
for any fault vector V(S,B,T) € m(n.,n., T, ¢). It guarantees that not only the
primary outputs O but also the values stored to the registers R" at the end
of each round remain the same (unless the error flag is set) for any fault vec-
tor V(S,B,T) € m(ne,n., T, ¢). In other words, the single-round sub-circuits are
able to detect any fault injections which change the primary outputs O or the
values used by the next round (i.e., isolating fault effects in each round). Thus,
our decomposition approach for compositional fault-resistance verification is dif-
ferent from previous ones used for compositional safety and equivalence checking
(e.g., [15,24,25]).

4.3 SAT/SMT-Based Verification

We adopt the SAT/SMT-based approach used in FIRMER [37] which reduces
the problem to SAT/SMT solving. Given a fault-resistance model m(n., n., T’ ¢)
and a (single-round) k-clock cycle circuit S[k] = (Z, 0, R, so,C), FIRMER first
encodes all the possible fault vectors into S[k] by introducing additional inputs
to control if a fault is injected on a gate and which fault type is injected.
This will result in a controllable faulty circuit, denoted by Sy (ne,n., T, ¢). The
fault-resistance verification of S[k] is reduced to equivalence checking of S and
Sm(ne,n., T, ¢) with constraints on the additional inputs and error flag, which
in turn is reduced to the SAT/SMT solving. (Cf. [37] for details.)

4.4 BDD-Based Verification

We adopt the BDD-based approach used in FIVER [31]. To avoid re-construction
of the BDD from scratch for each fault vector, FIVER first attaches each gate
g in the circuit S with a BDD D, representing the output of the gate in S.
Then, for each fault vector V(S,B,T) € [m(n.,n., T,¢)], on a copy S’ of the
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BDD-attached circuit S, the BDD Dy of the gate g is revised according to each
fault event e(i,g,7) € V(S,B,T), where the BDDs of the gates depending upon
g are also revised accordingly. Finally, for each clock cycle, FIVER checks each
primary output o by comparing the attached BDDs of the primary output o in
the circuit S and its faulty counterpart S’. Furthermore, some optimizations to
reduce the number of considered fault vectors and improve the construction of
the desired S’ are implemented. (Cf. [31] for details.)

4.5 Acceleration Techniques

For both SAT/SMT-based and BDD-based verification, we apply the following
acceleration techniques.

Fixed Number of Fault Events. Recall that to prove fault-resistance, we
considered all possible fault vectors V(S, By, T') such that §MaxE(V(S, B, T)) <
n. and C1k(V(S,B¢,T)) < n.. It turns out that these two conditions can be
safely improved to “n. fault events for each clock cycle if some fault events occur
in this clock cycle” when 74,7, € T and the number of vulnerable gates is more
than n, in each clock cycle, reducing the number of fault vectors to be checked.
Indeed, if there is an effective fault vector V(S,B,T) € [m(ne,n., T, £)] such that
the number of fault events is n in some clock cycle with 1 < n < n., there exists
a sequence of primary input signals (z1,--- , ) such that [S](x1,- - ,z) and
[F(S,B,T)](x1, - ,x) differ at some clock cycle before the error flag is set.
We can add (n. — n) fault events e(i,g,7) to V(S,By,T), where the output of
the gate g under the primary input signals (a1, -, k) remains the same by
choosing 7 € {7, 7,-}. The resulting fault vector is still effective.

Fault Type Reduction. Let 7 = {7, 7.,7s}. We find that (S,B) =
m(ne,n., 7,¢) iff (S,B) E m(ne,n., ny,l) iff (S,B) = m(ne,ne, {75, 7}, ),
allowing us to consider only {7, 7.} if {75,7.} C T and only 7 if 7y € T
for any set T of fault types. Consider an effective fault vector V(S,B,7T) €
[m(ne,n., 7, ¢)] and a sequence of primary input signals (a1, - , ;) such that
[S)(x1,- - ,xx) and [F(S,B,T)](x1,- - ,xx) differ at some clock cycle before
the error flag is set.

— For every fault event e(i,g,7s) € V(S,B,7), if the output of the gate g at
the i-th clock cycle in [F(S,B,T)](x1, - , ) is flipped from 1 to 0 (resp.
from 0 to 1), e(4,g,7ss) can be safely replaced by e(i, g, 7.) (resp. e(i, g, 7s))-
Thus, (S,B) = m(ne,n, {7s, 7}, £) entails (S,B) &= m(n.,n., 7, ¥¢).

— For every fault event e(i, g, 7) € V(S,B,7T) such that 7 € {7y, 7}, if the out-
put of the gate g at the i-th clock cycle in [F(S,B,T)](x1, - ,x) is flipped
by applying e(i, g, 7), e(4, g, 7) can be safely replaced by e(i, g, 75); otherwise
the output of the gate g at the i-th clock cycle in [F(S,B,T)](x1, -+ ,zx)
remains the same by applying e(i, g,7), e(4,g,7) can be safely removed from
V(S,B, 7). Thus, (S,B) = m(ne,n., 77, ¢) entails (S,B) = m(ne,n.,7,¥¢).

Vulnerable Gate Reduction. If the output of a gate g is only connected to
one vulnerable logic gate ¢’ € By, then the gate g can be safely added into the
blacklist B while no protection is required for the gate g. It is because:
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— if the output of the gate g does not change at the i-th clock cycle after
applying the fault event e(i, g, 7), then the effect of the fault event e(i, g, 7)
terminates at the gate ¢’, thus e(i, g, 7) can be removed from any fault vector;

— if the output of the gate g does change at the i-th clock cycle after applying
the fault event e(i, g, 7), it is flipped either from 1 to 0 or from 0 to 1, the
same effect can be achieved by applying the fault event e(i,¢’,7,s), or the
fault event e(i, g, 75) if it is flipped from 0 to 1 or the fault event e(i, ¢, 7.
if it is flipped from 1 to 0.

As a result, it suffices to consider fault injections on the gate ¢’ instead of both
g and ¢’ when 7,y € T or {7, 7.} C T, which reduces the number of vulnerable
gates [37]. By a graph traversal of the circuit S, all the gates g whose output is
only connected to one vulnerable logic gate g’ € By can be identified and then
added into the blacklist B.

We finally remark that the above three acceleration techniques can be applied
simultaneously except that we cannot fix the number of fault events if the set
and reset fault types (i.e., 75 and 7,.) are unavailable.

5 Implementation and Evaluation

We have implemented our approach as an open-source tool CLEAVE based on the
parallel SAT solver Glucose 4.2.1 [6] and SMT solver bitwuzla 1.0-prerelease [28],
where the BDD-based compositional verification is implemented based on FIVER
which uses the CUDD package. Given a circuit S in Verilog gate-level netlist,
a blacklist B and a fault-resistance model m(n.,n.,T,¢), CLEAVE determines
whether (S,B) E m(nc,n.,T,¢). Currently, CLEAVE directly extracts single-
round sub-circuits from S by enumerating all the feasible combinations of input
signals of selective blocks. One feasible combination gives one single-round sub-
circuit on which fault resistance is verified. Though more than one isomor-
phic single-round sub-circuits may be verified, the computational-expensive (GI-
complete) isomorphism checking of pairs of single-round sub-circuits is avoided.
For instance, the two distinct single-round sub-circuits of the circuit in Fig. 1) are
extracted by fixing the signals of rst and sel to (1,0), (0,0) and (0, 1), respec-
tively, where the first two pairs of signals give the same single-round sub-circuits
after adding/re-connecting primary inputs/outputs and registers according to
our decomposition.

Benchmarks. We use 9 VHDL implementations [1,35] of 3 cryptographic algo-
rithms (i.e., CRAFT, LED and AES [31]). The VHDL implementations are trans-
formed into Verilog gate-level netlists using the Synopsys design compiler (ver-
sion 0-2018.06-SP2). The blacklists are generated according to [1,35]. The statis-
tics of the benchmarks are given in Table 1. The first column shows the name of
the cryptographic algorithm, the maximal number of protected faulty bits per
clock cycle (bi), the type of the adopted countermeasure (D for detection-based
and C for correction-based). The second column shows the single-round sub-
circuit and its number of times used in the implementation, e.g., the 10-round
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AES-b1-D has two single-round sub-circuits (S1, S2) and S1 is used in 9 rounds.
The other columns respectively give the size of the blacklist B, the numbers of
primary inputs, primary outputs, gates and each specific gate.

We can observe that CRAFT benchmarks use both detection-based (D) and
correction-based (C) countermeasures, many single-round sub-circuits are iso-
morphic in each implementation, the number of distinct single-round sub-circuits
ranges from 1 to 3, and the number of gates in one single-round sub-circuit ranges
from 1,020 to 34,351 so that the scalability of CLEAVE can be evaluated.

Setup. The experiments were conducted on a machine with Intel Xeon Gold
6342 2.80 GHz CPU, 1T RAM, and Ubuntu 20.04.1. Each verification task is
run with 6-hour timeout. All the SAT-based and BDD-based (compositional)
verification approaches are run with eight threads while the SMT-based (com-
positional) verification approaches are run with a single thread, with their default
parameters (There are no promising parallel SMT solvers for QF _BV). The ver-
ification time is given in seconds with the best one highlighted in boldface,
column R reports the verification result, and column DR shows the desired veri-
fication result. Mark v (resp. X) indicates that the circuit is fault-resistant (resp.
not fault-resistant) w.r.t. the fault-resistance model.

5.1 Effectiveness of Acceleration Techniques

Recall that we present three acceleration techniques: fixed number of fault events
(denoted by FE), fault type reduction (denoted by TR), and vulnerable gate
reduction (denoted by GR). We denote by “no-opt” the verification without
any of these acceleration techniques, by TRs, and TRy the fault type reduc-
tion that reduces to the fault types (75, 7.) and the fault type 73, respectively.

Table 1. Benchmark statistics.

Name Rnd |#Clk||B| |#in#out|/#gate | #and #nand |#or|#nor |#xor|#xnor|#not|#reg

AES-b1-D S1x9 |1 432 256|129 |25,008/576 (9,446 (560 (9,705 |828 |852 2,897/144
S2x1 |1 432|256 1129 |24,192/544 (9,018 [624 (9,381 816 (992 |2,673144
AES-b2-D S1x9 |1 1,055 256|129 34,351|704 |12,698 833 13,012(1,440/1,584 |3,888/192
S2x1 |1 1,055 256|129 33,423|752 |12426 849 12,308(1,392/1,808 |3,696/192
CRAFT-b1-D[S1x32|2 240 128|165 |1,020 |48 202 48 149 212 232 49 |80
CRAFT-b2-D|S1x32|2 575 12865 |1,715 |65 255 |48 271 188 680 |96 112
CRAFT-b3-D|S1x32(2 767 128165 2,111 |64 (346 |65 292 224 1896 |96 |128
CRAFT-b1-C|S1x32[2 2,304 128164 (3,172 |0 864 |48 (656 (428 |760 (304 |[112
CRAFT-b2-C|S1x32(2 19,568/128 |64  |20,884/320 7,904 (352(6,592 |1,484(2,056 (2,000/176
LED64-b1-D [S1x1 |1 239 |128165 [1,632 |16 346 32 |53 416 608 81 |80
S2x8 |1 240 |128165 [1,636 |16 346 32 |53 420 604 85 |80
S3x23/1 240 |128165 1,480 |16 346 |32 |53 352 |544 |57 |80
LED64-b2-D [S1x1 |1 575 128|165 2,575 17 479 |64 111 512 1168 [112 112
S52x8 |1 575 128|165 2,585 (17 479 |64 (111 516 (1164 [122 112
1

S3x23

575 |128165 2,333 |17 479 |64 |111 448 |1024 |78 |112
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Table 2. SAT-based verification of single-round sub-circuits.

Name Model no-opt |GR GR'FE |GR-TRsr |GR-FE-TRsr|GR-TRpy RDR
AES-b1-D m(1,1,7,cr)2,486.331255.06 |219.26 [197.15 |214.07 178.58 VvV
AES-b1-D m(2,1,7,cr)2.62 0.81 0.72 0.60 |0.63 0.65 XX
AES-b2-D m(2,1,7, cr)timeout 2,409.43/2,272.56/2,224.112,412.66  |1,595.51v v/
AES-b2-D m(3,1,7,cr)4.68 1.34 0.94 0.99 1.07 1.43 XX
CRAFT-b2-Cm(2,1,7,¢cr)31.80 [10.08 [10.78 [10.95 |11.09 9.40 Vv
CRAFT-b2-Cm(3,1,7,cr)0.32 0.26 0.35 0.33 0.32 0.30 XX
CRAFT-b3-Dim(3, 1,7, cr)|7.56 0.33 0.32 0.32 0.31 0.42 44
CRAFT-b3-Dim(4,1,7,cr)0.08 0.04 |0.04 |0.04 [0.05 0.05 XX

The acceleration techniques can be combined, e.g., GR-FE applies “vulnerable
gate reduction” with “fixed number of fault events”. Note that TRy cannot be
combined with a fixed number of fault events (i.e., no FE-TRy; Or GR-FE-TRyy).
We evaluate all the acceleration techniques and their feasible combinations on
the first single-round sub-circuits of AES-b1-D, AES-b2-D, CRAFT-b2-C, and
CRAFT-b3-D.

The results of SAT-based verification are reported in Table2. Overall, all
three acceleration techniques and their combinations can improve the SAT-
based verification approach (no-opt) for almost all the verification tasks, solv-
ing one timeout case and significantly reducing the verification time for the
other cases. The combination GR-TRyy outperforms the others because encod-

Table 3. Results of fault-resistance verification: compositional vs. monolithic.

Name Model Compositional Monolithic RDR
BDD [SAT SMT BDD [SAT SMT
AES-b1-D  m(1,1,7,cr)/173.06 [193.49 |15,944.55 timeout timeout |timeout v’
AES-b1-D m(2,1,7,cr)409.31 [1.65 5,735.58 |[timeout|timeout [timeout X
AES-b2-D m(2, 1,7, cr)timeout (3,175.90 timeout |timeout|timeout |timeout v’
AES-b2-D m(3, 1,7, cr)timeout 2.25 timeout |timeout|timeout [timeout X
CRAFT-b1-Cm(1,1,7,cr)0.13 0.31 2.07 timeout|10,587.20/timeout |v/
CRAFT-b1-Cm(2,1,7,cr)0.24 0.05 0.04 timeout510.55  |timeout | X
CRAFT-b2-Cm(2,1,7,cr)3.02 10.04 99.47 timeout timeout |timeout v/
CRAFT-b2-Cm(3,1,7,cr)4.26 0.38 1.73 timeout timeout |timeout X
CRAFT-b1-Dim(1,2,7,cr)0.86 0.13 0.56 timeout|144.46  |1,000.45v
X
4
X
4
X
v
X
4
X

CRAFT-bl-Dim(2,2,7,cr)37.32  0.03 0.02  [timeout12.69  [1.26
CRAFT-b2-Dim(2,2,7,cr)|3,188.87/0.30 1.91 timeout|137.70 19,943.49
CRAFT-b2-Dm(3,2,7,cr)(3,295.120.04 0.04 timeout|40.53 1.87
CRAFT-b3-Dm(3,2, 7, cr)|timeout 0.44 11.33 timeout|203.83  9,551.44
CRAFT-b3-Dim(4, 2, 7, cr)|timeout (0.05 0.05 timeout 52.42 2.28
LED64-b1-D m(1,1,7,cr)0.93 1.60 31.90 timeout|5,082.29 [timeout
LED64-b1-D m(2,1,7,cr)0.96 0.16 0.93 timeout|1.04 timeout
LED64-b2-D m(2,1,7,cr)6.41 2.34 81.85 timeout|4,293.95 |timeout
LED64-b2-D m(3,1,7,cr)[44.55 |0.17 1.88 timeout|1.60 timeout

N N N N S N S S N D N RN
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ing the bit-flip fault type needs fewer fault type selection inputs than that of
set and reset fault types. Note that adding more acceleration techniques does
not necessarily make an improvement, e.g., GR-TRg, VS. GR-FE-TRg, on AES-bi-
D, because §MaxE(V(S,B;,T)) = n. and #C1k(V(S,B;,T)) = n. are encoded
as n, < fMaxE(V(S,By,T)) < n. and n. < §C1k(V(S,B;,T)) < n. before bit-
blasting. Remark that FIRMER [37] indeed is CLEAVE when only GR is enabled.
Due to space limitations, the results of SMT- and BDD-based verification are
reported elsewhere [38], from which the same conclusion can be drawn. Thus,
hereafter, we adopt the combination of acceleration techniques GR-TRyy.

5.2 Evaluation of Compositional Verification

To evaluate our compositional approach, we compare it with the monolithic one,
both of which adopt the combination of acceleration techniques GR-TRyy.

The results are reported in Table 3. Overall, our compositional reasoning is
very effective, allowing CLEAVE to verify fault-resistance of almost all the bench-
marks while their monolithic counterparts often run out of time. For instance,
the monolithic BDD-based approach fails to verify all the benchmarks due to
the huge number of BDD variables. Indeed, the maximal number of rounds that
can be handled is 2 (cf. [38] for details).

In contrast, the compositional reasoning can verify all the benchmarks, except
for AES-b2-D and CRAFT-b3-D where even the single-round sub-circuit cannot
be verified by the BDD-based approach. For SAT/SMT-based verification, the
compositional reasoning takes significantly less time than its monolithic coun-
terpart. Note that the diverse performance between SAT/SMT- and BDD-based
approaches is mainly because we use the parallel SAT solver Glucose (8 threads)
versus sequential SMT solver bitwuzla, and there is a cost for building (several)
BDDs.

6 Related Work

Equivalence and safety checking play an essential role in the design of cir-
cuits. Various SAT/SMT-based approaches (e.g., [7,10-12,22]) and BDD-based
approaches (e.g., [13,14,17,29]) have been studied. They are orthogonal to our
work and cannot be directly applied to check fault-resistance.

Due to the prevalence of fault injection attacks, there are studies for finding
the effective fault vectors or checking the effectiveness of the fault vectors pro-
vided by users, e.g., [4,23,33]. However, it is virtually impossible to enumerate
all the possible fault vectors and valid inputs in practice, thus these approaches
are limited in efficiency and scalability. To mitigate these issues, the BDD-based
approach, FIVER [31], was proposed which does not need to explicitly enumerate
all the possible valid inputs [31], but still has to explicitly enumerate all the pos-
sible fault vectors. Very recently, the SAT/SMT-based approach, FIRMER [37],
was proposed to implicitly encode all the possible fault vectors into SAT/SMT
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formulas, and thus no explicit enumeration is required for both possible fault vec-
tors and valid inputs. However, they often fail to verify the entire circuit under
all the possible fault vectors and valid inputs. Our compositional approach cir-
cumvents the verification of the entire circuit of a large size, and can significantly
boost both SAT/SMT-based and BDD-based verification approaches with novel
acceleration techniques.

Compositional reasoning is a powerful divide-and-conquer approach for
addressing the state-explosion problem. Hence, various compositional reasoning
techniques and methods have been investigated, e.g., [19,20,25,27], for safety,
equivalence and side-channel security verification. Our compositional reasoning
relies on the structural feature of (round-based) cryptographic circuits and the
fault-resistance verification problem, thus is different from the prior ones.

Synthesis techniques have been proposed to repair flaws (e.g., [18,32,40]).
However, they do not provide security guarantees (e.g., [32,40]) or are limited
to one specific type of fault injection attacks (e.g., clock glitch in [18]) and thus
may be still vulnerable to other fault injection attacks.

7 Conclusion

We have proposed the first compositional reasoning which decomposes the fault-
resistance verification of a whole round-based cryptographic circuit into that of
single-round sub-circuits. To efficiently verify single-round sub-circuits, we have
proposed various acceleration techniques and studied both SAT /SMT-based and
BDD-based approaches. We have implemented our approach in an open-source
tool CLEAVE and extensively evaluated it on a set of realistic cryptographic
circuits. The experimental results show that our compositional approach and
acceleration techniques can significantly improve all the SAT/SMT-based and
BDD-based verification approaches, outperforming the state-of-the-art baselines.
Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Abstract. Autonomous hybrid systems are systems that combine dis-
crete and continuous behavior with autonomous decision-making, e.g.,
using reinforcement learning. Such systems are increasingly used in
safety-critical applications such as self-driving cars, autonomous robots
or water supply systems. Thus, it is crucial to ensure their safety and
resilience, i.e., that they function correctly even in the presence of
dynamic changes and disruptions. In this paper, we present an approach
to obtain formal resilience guarantees for autonomous hybrid systems
using the interactive theorem prover KeYmaera X. Our key ideas are
threefold: First, we derive a formalization of resilience that is tailored
to autonomous hybrid systems. Second, we present reusable patterns
for modeling stressors, detecting disruptions, and specifying resilience as
a service level response in the differential dynamic logic (d£). Third,
we combine these concepts with an existing approach for the safe inte-
gration of learning components using hybrid contracts, and extend it
towards dynamic adaptations to stressors. By combining reusable pat-
terns for stressors, observers, and adaptation contracts for learning com-
ponents, we provide a systematic approach for the deductive verification
of resilience of autonomous hybrid systems with reduced specification
effort. We demonstrate the applicability of our approach with two case
studies, an autonomous robot and an intelligent water distribution sys-
tem.

Keywords: Hybrid Systems - Reinforcement Learning - Formal
Methods - Deductive Verification - Resilience + Reusability

1 Introduction

Autonomous hybrid systems (AHS), such as self-driving vehicles, robots, and
intelligent water supply systems, combine autonomous decision-making with
both discrete and continuous behavior. They often act autonomously in dynamic,
safety-critical environments, where failures can cause damage or even endanger
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human lives. As a consequence it is essential to ensure their resilience, i.e., the
system’s capability to adapt and maintain its correct functioning amidst changes
and disruptions. However, the formal verification of AHS poses distinct chal-
lenges because of their hybrid nature and the inclusion of learning components
like reinforcement learning (RL), which are hard to capture formally. Approaches
to overcome this problem using model checking or statistical model checking are
impeded by the state-space explosion problem and often only consider resilience
up to a certain time bound. Deductive verification, on the other hand, is a pow-
erful approach for scalable mathematical reasoning even for complex unbounded
systems, but demands high expertise and manual effort to provide the necessary
specifications and invariants. In particular, there is a lack of reusable formal
definitions of resilience in the context of AHS and the few existing definitions
are not directly applicable for the deductive verification of qualitative resilience
guarantees. This is because they are either not formally specified (e.g., [34]),
defined for time-bounded quantitative analysis (e.g., [16,17,40]) or tailored to
specific classes of systems (e.g., [8]). In this paper, we present a systematic app-
roach for defining, modeling, and verifying resilience of AHS within d£ [55-57]
using the interactive theorem prover KeYmaera X [22].

Our approach is based on three key ideas. First, to address the lack of for-
mal qualitative resilience definitions for AHS, we formalize resilience for the
deductive verification of AHS based on the informal definition by Laprie [34]
by introducing the concept of service levels for AHS which are provided under
varying stress conditions. We identify stressors as the key factors causing fail-
ures and disruptions, and define service levels to capture dynamic adaptations
to stress, such as graceful degradation. Second, to enable systematic deduc-
tive verification of resilience properties for AHS, we introduce stressor patterns
for modeling stressors and observer patterns for observing the induced stress.
Our stressor patterns facilitate integrating various kinds of stressors in formal
AHS models, for example noise, component failures, or unexpected delays. Our
observer patterns enable formally capturing the stress induced on a system, and
thus to verify the system response as service levels, such as a maximum supply
or minimum speed, under varying stress levels. Third, we combine our reusable
specification patterns with our own previous approach for deductive verification
of Simulink models using d£ [36,37], and for the safe integration of learning
into AHS [1,4]. In [1,4], we have specified reusable contract patterns for verify-
ing AHS with RL components with reduced specification and verification effort.
In this paper, we extend this approach to reusable resilience contract patterns,
which link service levels to the stress intensity experienced by the system and
ensure that an RL agent dynamically adapts to stressors. By combining reusable
patterns for stressors, observers, and dynamic adaptations using service levels,
we provide a systematic approach for the deductive verification of resilience of
AHS with reduced specification effort.

We demonstrate the applicability of our approach with two case studies:
an intelligent water distribution system and an autonomous robot. The for-
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Fig. 1. Simulink (top) and d£ (bottom) models of the Case Studies

mer is based on a model used by MathWorks [42] to demonstrate the RL
Toolbox [43], the latter to demonstrate the Robotics System Toolbox [44].

The rest of this paper is structured as follows: we introduce preliminaries
in Sect. 2 and our approach in Sect.3. We present verification results in Sect. 4,
discuss related work in Sect. 5, and conclude in Sect. 6.

2 Preliminaries and Case Studies

In this section, we use our two case studies to introduce Simulink and the RL
Toolbox, d£, Simulink2d £, and our approach for safe RL using contracts.

2.1 Case Studies in Simulink

Simulink [45] is an industrially well established graphical modeling language for
AHS. Simulink is block based and provides a large selection of predefined blocks
with discrete or continuous behavior, which can be connected via signals. The
semantics of Simulink is informally defined in [45]. The RL Toolbox enables
directly integrating and simulating RL agents in Simulink models via an RL
agent block, which executes an RL algorithm at discrete time steps.

The upper part of Fig. 1a shows a Simulink model of a reservoir of an intelli-
gent water distribution system (IWDS) based on [47]. In [3], we have presented
an approach to safely optimize a similar system using a combination of deduc-
tive verification and a statistical model checking based learning approach. Using
this approach, an RL agent successfully optimizes the supply provided by the
system with a given energy budget by decreasing the inflow (e.g., by switching
off pumps) whenever the demand is low and by reducing the maximum available
supply if necessary due to pump failures. The Simulink model has a constant
maximum inflow rate 4uax. The RL agent (RL;) can choose a reduced inflow 4,; and
a maximum supply sup,;, which sets a limit on the actual demand d. The reser-
voir water level h evolves by integrating the difference of the inflow min(igax, ;)
and demand min(d, sup,;), which are computed in the Flw, subsystem.
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The upper part of Fig. 1b shows a Simulink model of an autonomous robot in
a factory inspired by [41]. The autonomous robot is dynamically assigned goals
within a factory, and its RL controller tries to get the robot there as fast as
possible without colliding with moving opponents. We have demonstrated that
the robot reaches goals safely for a similar system in [4]. The Simulink model
consists of an RL controller (RL,), which receives distance data from a sensor
(Sns,), and a second controller for the opponent (Opp, ). The RL agent can choose
the velocity and direction of the RL robot (). The positions of p, and p, evolve
continuously with axial velocities (¢, and &,) respectively.

2.2 Differential Dynamic Logic d£ and Simulink2d £

Differential dynamic logic (d£) [55-57] is a logic for formally specifying and
reasoning about properties of hybrid systems, which are modeled as hybrid pro-
grams (HP). Hybrid Programs are build from the following syntax: a;f is a
sequential composition of two HP a and . a* is a non-deterministic repetition.
x := e is a discrete assignment of term e to variable x. x := % assigns a non-
deterministically chosen value to x. @ + +f is a non-deterministic choice. 7Q is a
test formula. if(Q){a}else{f} is syntactic sugar for {?Q;a + +7-Q; f}. {x] = n1,
., X5, =1, & Q} is a continuous evolution, where variables x; evolve with differ-
ential equations x; = n; while an evolution domain Q is satisfied. Furthermore,
in this paper we use x € [[,u] as syntactic sugar for [ < x A x < u. d£ provides
modalities [a]¢ and {(a)¢ for reasoning about reachable states. Safety specifica-
tions are expressed as pre — [a]post and can be verified using KeYmaera X [22].
Proofs in KeYmaera X are based on the d.£ sequent calculus.

In [36], we have presented an automated transformation from Simulink into
d L, called Simulink2d £. This provides us with a formal representation of a given
Simulink model, and thus enables formal verification of Simulink models using
KeYmaera X. Furthermore, we have defined the concept of hybrid contracts (HC)
for compositional verification of Simulink models in [37]. HC can be defined for
components of Simulink models as d£ formulas with hc = (¢in, Pou:), Wwhere ¢;,
are input assumptions and ¢, are output and trajectory guarantees. HC can
be verified for components individually and replace these components during
transformation. To integrate RL agents safely into the transformation, the safe
behavior of RL agents can also be defined using HC [4]. HC can be used as
shields [23] during simulation to enforce safe behavior of RL agents.

The lower part of Fig. 1a shows a d£ model of the IWDS. The RL agent (RLy)
is captured by a conditional hybrid program. If the sample time elapses ¢ > Ts the
agent selects safe actions 7,; and sup,; non-deterministically but in compliance
to HC,. Flw, computes the current inflow i and demand d. Continuous behavior
is captured in the continuous evolution (P1lnt;). The water level h evolves with
h' = i—d, the clock ¢ and simulation time t evolve with constant rate 1. The
evolution domain ¢ < Ts ensures that no sample times of the RL agent are
missed. The global simulation loop is modeled by a nondeterministic repetition.

The lower part of Fig.1b shows a d£ model of the autonomous robot.
The sensor (Sns;) assigns the distance d(p;,pa,) to a variable dgens. The RL
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controller (RL;) chooses new velocities U, according to its hybrid contract HC;.
The opponent Opp, chooses velocities T, limited by ?|0a| < vpaya;. In the con-
tinuous evolution, the positions pa, p., the sampling time clock ¢ and simulation
time t evolve within the domain constraint ¢ < Ts. We use ¢ as an abbreviation
for axial velocities (¢, vy) and p for coordinates (X, 7).

Table 1. Threshold Pattern [1] and derived Contracts for IWDS and Robot

Property Hybrid Contract
Threshold Patternjpre — [a] wvarge ~0 varsc + wer(state, action, Ts) ~ 0
IWDS HC,, pre — [a] h >hmin h+ (ipp —supyp) - Ts 2 hmin
Robot HC, pre = [a]d(pr,pa) >Oeva | dsens — (|| + Unax,a) - Ts > Oeva

2.3 Reusable Contracts for Safe Integration of Learning

In [1], we have introduced reusable HC patterns for addressing common verifi-
cation challenges in AHS. These patterns are derived from recurring elements
in AHS verification problems and provide templates for the specification of con-
tracts and invariants for learning components. As an example, Table 1 shows the
threshold pattern and its application to our two case studies. The pattern speci-
fies the contract that is needed to ensure that the variable var,, stays within a
given threshold 6 (pre — [a]varse ~ 6 with ~€ {<, <,=,>,>}). To ensure this
property on system level, the RL agent has to maintain the threshold within the
next sample time while accounting for the systems worst case reaction (wer) to
the current state, action and the sample time (Ts) of the RL agent.

In the IWDS, the RL agent has to keep the water level above a minimum
h = hpmin. As an action, the agent may choose an inflow 4,; and limit the outflow to
a maximum supply sup,;. The worst case reaction of the environment is a demand
that fully exploits the supply limit (d = sup,;). For the robot, a crucial safety
requirement is to maintain a minimum distance d(p, ﬁa) > Bevq to the opponent
or to stop if the opponent further decreases the distance. The RL agents threshold
contract ensures that the chosen velocity o, maintains the distance 6.yq from the
opponents current position. To stop if Oeygq can no longer be maintained, we add
a disjunction to the contract (HC, V |7;| = 0) (not shown in the table).

3 Reusable Patterns for Deductive Verification
of Resilience in Autonomous Hybrid Systems

Autonomous hybrid systems (AHS) may face various stressors, for example,
sensor noise, component failures, or unexpected delays. It is highly desirable
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to ensure that AHS are resilient, i.e., that they still function correctly in the
presence of such stressors. There exist various definitions of resilience [8,16,17,
34,40]. However, there is a lack of reusable formal definitions of resilience for
AHS specifically, especially for the deductive verification of qualitative resilience
guarantees.

In this paper, we follow the informal definition provided by Laprie in [34]:
“The persistence of service delivery that can justifiably be trusted, when facing
changes”. From this definition, we derive a formalization of resilience for the
deductive verification of AHS via reusable specification patterns using stressors
to describe (safety-critical) changes, and service levels to describe service deliv-
ery.

Informal N Formalization with Resieies Comimd
Requirements Service Levels@’ Patterns

Autonomous Hybrid System dL Model of AHS RVe‘r]i'fied
(AHS) in Simulink Deductive [” esilience
e Properties
Verification in
Q KeYmaera X _»COunterexamp]eX
- ‘ = or failed Proof

Observer Patterns

Fig. 2. Our Approach for Deductive Verification of Resilience in AHS

Our overall approach is shown in Fig.2. Our process starts with an
Autonomous Hybrid System (AHS) modeled in Simulink, which includes a rein-
forcement learning (RL) agent for autonomous decision-making, and Informal
Requirements, including resilience. The AHS is transformed into a d£ Model
using the Simulink2d L transformation [4,36]. To establish a structured app-
roach for formalizing and verifying resilience properties, we introduce Service
Levels to formalize the system’s adaptive response to stressors. This means, for
example, that we describe graceful degradation using a degraded service level
together with safety thresholds that are still maintained under stress.

For verifying resilience in AHS, we need to formally model stressors. How-
ever, this typically requires high expertise. In particular, it is often unclear how
to specify changes in behavior and the intensity of stress induced by given stres-
sors in a formally modeled system. To tackle this, we introduce reusable Stressor
Patterns. They are designed to capture various disturbances and changes, rang-
ing from discrete or continuous noise over timed delays to complete failures.
In our definition, stressors strictly extend the possible behavior of components
with non-determinism. This facilitates easy integration of stressors into existing
dL models. Furthermore we avoid the need to provide probability distributions,
which are often not available or hard to obtain.
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To deductively verify and safely integrate learning in AHS modeled in
Simulink, we have proposed an approach to replace RL components by hybrid
contracts that describe safe actions in [4]. These contracts can be used as shields
via automatically generated runtime monitors [23,49]. In [1] we have proposed
reusable contract patterns for common verification problems in AHS. In this
paper, to ensure Resilient RL for AHS, we extend this approach with reusable
Resilience Contract Patterns, which link appropriate service levels to the stress
intensity experienced by the system. With such Resilience Contracts, we can
enforce that the RL agent dynamically adapts to stressors and disruptions using
service levels.

To be able to verify an overall AHS under different stress levels, capturing
the stress intensity induced by stressors formally is desirable. To address this,
we propose reusable Observer Patterns. In our definition, observers may never
change the system’s behavior but are used to passively capture the dynamic
effects of stressors and stress intensity on the system.

Table 2. Service Levels and corresponding Safety Thresholds

Service |enabled Threshold under Threshold under
Case Study . )
Level Actions A; low stress (61s) |high stress (Ons)
IWDSFull|i,; € [0, tpax ], SUpy; = Supmax/h > hpax h > hagr
IWDS IWDSDeg |iy) € [0, tnax], supy; = supagr|h > hagr h > hmin
IWDSNo iy € [0, tmax ], supy; =0 h > hmin h > hmin
Rob RobEvd |0y € [Vmin, z Z)max,r] d(ﬁraﬁa) > Oeva d(ﬁr,ﬁa) > Qstp
RobStop [0r =0

With our reusable stressor, resilience contracts, and observer patterns, we
enable formal specifications of resilient systems in d.£, and their deductive veri-
fication using KeYmaera X [22].

In the following subsections, we introduce the concept of service levels as
means for dynamic adaptation, our reusable patterns for stressors and observers,
as well as resilience contracts, in more detail.

3.1 Formalization of Resilience Using Service Levels

In AHS, learning components dynamically adapt to changes in the environment.
To ensure safety and resilience, we have to make sure that the system remains
operational in the presence of stressors. To achieve this, we want to verify that
the system satisfies requirements under varying stress levels for all possible adap-
tations. However, the number of possible adaptations is potentially infinite.

To overcome this problem, we introduce the idea of (a finite number of)
service levels (e.g., full, degraded, and no service) to define resilience properties.
For each service level, we define ranges of actions (e.g., inflow and supply or speed
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in our case studies) together with safety thresholds, which can be guaranteed at
each service level under varying stress conditions. We can use this to describe
high service levels in the absence of stress, and graceful degradation under stress
by defining thresholds where we degrade to lower service. Note that within each
service level, the system may still choose arbitrary actions from the given range,
which enables, for example, learning components or RL agents to safely optimize
w.r.t performance properties while resilience guarantees are maintained.

Table 2 shows service levels together with the enabled actions A; and corre-
sponding safety thresholds under high or low stress for the IWDS and the robot.
For the IWDS, at full service IWDSFull, the highest possible supply supp.y is
enabled. In the absence of high stress, a water level h > hy,; can be maintained.
If high stress occurs, h > hagy With hggr < hnay must still be maintained to ensure
that we can gracefully degrade to the lower service level TWDSDeg. If stressors
persist, the system degrades to IWDSDeg, where only a degraded water level
h > hqgr is maintained even in the absence of high stress. Under high stress, the
minimum water level hpin < hggr has to be maintained. If these thresholds can
be no longer maintained, the system degrades even further to IWDSNo, where no
supply is provided and only h,,;, is guaranteed at all stress levels.

Table 3. Stressor Patterns

Discrete Noise (with o € {<,-})

o x =& S(a) 1 = %; 71 € [Nmin, Mmax]; X 1= &on;
Snsy |dsens := d(ﬁpﬁa)? Snsr,, n: 3 .1)77 < Thigh; dsens = d(ﬁrvﬁa)"”ﬁ
Continuous Noise (with o € {+,-})
[¢4 {x" =&} S(a) 1 = #;71 € [Nuin, Tmax ];{-...x" = Eon}
. 1:=x%;71 €[0,lnignl;
[ - < ) ghl;
Plntyl/{...h = i—-d&c < Ts} Plnty; (W =i-d1&e<Ts)
o o s o 5 := #;70 € [~Ohigh> Onighl;

’ ’ < | o _}hlghq high |
Plnty{...pr = Up,ps = 0r & ¢ < Ts} Plntys (Bl = 50,5, = By & < Ts}
Failure
a o S(a) o+ + o}

Flwy |i:= min(inax, iy]); Fluys |{i:= min(ipax, 4,7); + + 7:= 0;}
Delay

. tp =% THp € [l/\minal/\max]:

> =05...}... .
a 1{fc(,c=_ 1TS){§L ( (i’ : )}} S(a) if(c > T5+t/\){c =0;...}
T = {¢!=1,...&(c < ts+ip)}
RL if(c > Ts) AL IA = % )t/\ € [0, tA, h1gh] if(c > Ts + tp)
Y e = 05supyy = *; 4y i= % 2HC; Yol T e = 05 supyp = *; 4y i= % 2HCy; ).

. - tp =%, 7tp € [0, tA highl;

> = 0,0 := %; 7 . . i el
RLy [fiflc 2 Ts){c := 0;8; := % PHCr; }... Rlrc, if(c = Ts + tp){c := 0; Oy := %; THCy; }...

For the robot, at full service level RobEvd, the robot is moving and any speed
within [Unin > Unax.r] Mmay be chosen. In the absence of high stress, the robot
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maintains an evasion distance 6.4, where opponents have room to safely evade.
If stress occurs, the robot at least maintains a stopping distance 8sp, where it
can still safely stop before a potential collision. If these thresholds can not be
maintained, the robot stops, i.e., degrades to RobStop.

3.2 Reusable Stressor Patterns

The inherent uncertainties and dynamic nature of stressors present a significant
challenge and their formal specification requires high expertise and manual effort.
To address this problem, we introduce reusable stressor patterns. These patterns
can be used to formally define the effect of changes and disturbances such as
noisy sensors, component failures, or unexpected delays. In our reusable stressor
patterns, we over-approximate possible changes with non-determinism. With
that, we deliberately avoid the need to provide probability distributions, which
are often not available or hard to obtain due to the unpredictable nature of stress
factors. Our stressor patterns strictly extend the possible behavior of HPs, thus
all behavior of the original HS without stressors is still part of the reachable
states. We propose four types of stressor patterns for modeling typical stressors in
AHS: discrete and continuous noise, execution delays, and failures. The patterns
and their application to our case studies are illustrated in Table 3.

The Discrete Noise pattern models random or unwanted signals. It broad-
ens the range of possible assignments to the variable of a discrete signal x by
adding a non-deterministically chosen noise value 7. 77 can be limited using a Test
N € [Nnin, Mmax ;- Snsy, illustrates the application of this pattern with the robot
sensor. To ensure that an added stressor variable does not exclude runs of the
original HP, the range of possible values must contain the identity element for
the operator o, i.e., 0 for additive (o = +) and 1 for multiplicative noise (o = -).

Continuous Noise can influence the continuous behavior of components. For
example, we can have a motion drift, where a robot’s actual trajectory deviates
from its intended path over time, caused by factors such as wheel slippage or
actuator inaccuracies. To model continuous noise, our pattern adds a disturbance
value 7 to the derivative of x. We illustrate this pattern with a continuous leakage
of the plant of the IWDS (Plnty;) and a motion drift of the robot (Plnt,s).

The Failure pattern models failures using a non-deterministic choice between
an original HP a and a failure HP «;, which models the behavior of @ under
failure. By retaining the original HP « as one of the choices, the original runs of
the model are preserved and we can reason over arbitrary alternations a and ag,;;.
We illustrate this pattern with the IWDS (Flwy:). The failure model introduces
pump failures by setting the inflow rate to zero (i:= 0;).

The Delay pattern introduces variability to the execution time of discrete
components, such as an RL agent, by adding a non-deterministic delay (¢5) into
their periodicity. The sampling clock (¢) is then permitted to exceed its normal
cycle (Ts) by 5 in all tests and evolution domains. We illustrate this pattern
with the RL agent of the IWDS (RLy:,) and robot (RL,.,). Note that we omit
the evolution domain in the delay examples for brevity.
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3.3 Safe Integration of Learning Using Resilience Contract Patterns

To ensure that a

learning component adapts correctly and safely switches
between service levels as defined above, we adopt our approach for the safe
integration of learning presented in [1,4]|. There, we have defined safe actions
for learning components using reusable contract patterns to address recurring
verification problems in AHS. To exploit this concept for the formal verification
of resilience and dynamic adaptations using service levels, we introduce reusable

hybrid contract patterns for resilience via dynamic adaptation to stressors.

Table 4. Resilience Contract Pattern and Service Recovery
Resilience a€A A varse + wer(s,a, t) > bhg
HCrupsFu11 ir] € [0, imax] A sup,; = supmax Ah — werrs(s, (41, Supry), Ts) 2 hmax

Ah = werns(s, (i1, supyp), Ts) 2 hdgr
HCrypspeg ip € [0, fnax ] A supy| = supagr Ah — weris(s, (i1, supyp), Ts) = hagr

Ah = werns(s, (ip 1, supr1), Ts) 2 hmin
HCrypspeg ir1 € [0, tmax] A sup,; =0 Ah —wer1s(s, (i1, supy1), ITs) = hmin

Ah —werns(s, (41, supy1), Ts) = hmin
HCrobEvd Ur € [Unin,r> Vmax,r) A dsens — weris(s, Ur, Ts) > Oeva

A dsens — Wcrhs(39 5rs TS) > Gstp
HCrobstop Uy =0

Service Recovery

varse + weris(s,a, t) > varse + rr - t

HCrypsRec

h+ weris(s, (ipg, supy;), Ts) = h+rr-Ts

Table 5. Worst Case Reactions under Low and High Stress for the two Case Studies

Case Study|Stressor|Low Stress (wcrig) High Stress (wcrps)

fail +(ip; — sup,p) - Ts +(0 = sup,) - Ts

IWDS delay +(irl - SuPrl) “(Ts + t/\.low) +(irl - s“prl) : (TS + t/\.high)

leak +(tpp — supy; — liow) - Ts +(ty = supy; — Inign) - Ts

noise —(|Te| + Umax,a) - Ts — N1ow —(|Te| + Umax,a) -Ts — high
Robot delay _(|5r| + Z)max,a) . (T5+t/\,1ow) _(|5r| + Z)max,a) . (T5+t/\,high)
drift _(|7_jr'5low| + Umax,a) -Ts _(|ar‘5high| + Umax,a) . (TS)

Resilience Contract Patterns. The top row of Table4 presents the pattern we
use to define resilience contracts for learning components within a given AHS.
A primary challenge in defining contracts for learning components in AHS is
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that these components typically select actions at discrete sample times, while
thresholds must be maintained throughout all continuous evolutions. As detailed
in Sect.2.3, an RL agent, for example, must maintain safety thresholds within
the next sample time while accounting for the system’s worst-case reaction (wcr)
relative to the current state (s), action (a), and the sample time (Ts) of the RL
agent. To ensure resilience, we utilize a conjunction of two threshold patterns: one
for maintaining the threshold under low stress 615 with a worst-case reaction in
the absence of high stress wcrys, and another for maintaining the threshold under
high stress 6, with a worst-case reaction in the presence of high stress wcrys.
This ensures that while providing a service level, the system can respond to both
low stress scenarios and high stress conditions by maintaining the correspond-
ing thresholds. The contracts for the IWDS (HCrypsru11, HCrupspeg, HCrupsno) and
autonomous robot (HCrebeya, HCrobstop) in Table4 utilize this pattern with the
action ranges and corresponding thresholds from Table 2. In all of these defini-
tions, the worst case reaction of the environment depends on the stress level.

Worst Case Reactions Under Stress. Tableb shows the definitions of the worst
case reactions weryg and werys for our case studies for various stressors under low
(Is) and high stress (hs). For pump failures in the IWDS case study (stressor fail),
low stress means that no pump fails. The worst case reaction of the environment
is then that the current water level is increased by the inflow chosen by the RL
agent 4,7, while it is decreased by the full maximum supply sup,; as the demand
fully exploits the available supply within the next sample time Ts. In case of
high stress, i.e., if the pump fails, the inflow becomes 0, and the current water
level is decreased by sup,; only within the next sample time. If the execution
of the learning agent is delayed (stressor delay), the time for which the worst
case reaction is considered is increased by fj 1., under low stress resp. a nign
under high stress. If the water tank is leaking (stressor leak), the IWDS looses
water at rate 1., under low stress and at rate 1lni,