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Abstract
Objective.The range uncertainty in proton radiotherapy is a limiting factor to achieve optimumdose
conformity to the tumour volume. Ionoacoustics is a promising approach for in situ range verification,
whichwould allow to reduce the size of the irradiated volume relative to the tumour volume. The
energy deposition of a pulsed proton beam leads to an acoustic pressure wave (ionoacoustics), the
detection of which allows conclusion about the distance between the Bragg peak and the acoustic
detector. This information can be transferred into a co-registered ultrasound image,marking the
Bragg peak position relative to the surrounding anatomy.Approach.ACIRS 3D abdominal phantom
was irradiatedwith 126MeVprotons at a clinical proton therapy centre. Acoustic signals were
recorded on the beam axis distal to the Bragg peakwith aCetaceanC305Xhydrophone. The
ionoacousticmeasurements were processedwith a correlationfilter using simulated filter templates.
The hydrophonewas rigidly attached to an ultrasound device (IntersonGP-C01) recording
ultrasound images of the irradiated region.Main results.The time offlight obtained from ionoacoustic
measurements were transferred to an ultrasound image bymeans of an optoacoustic calibration
measurement. The Bragg peak positionwasmarked in the ultrasound imagewith a statistical
uncertainty ofσ= 0.5mmof 24 individualmeasurements depositing 1.2 Gy at the Bragg peak. The
difference between the evaluated Bragg peak position and the one obtained from irradiation planning
(1.0mm) is smaller than the typical range uncertainty (≈4mm) at the given penetration depth
(10 cm). Significance.Themeasurements show that it is possible to determine the Bragg peak position
of a clinical proton beamwith submillimetre precision and transfer the information to an ultrasound
image of the irradiated region. The dose required for this is smaller than that used for a typical
irradiation fraction.

1. Introduction andpurpose

External beam radiotherapy is one of themost important treatment options for cancer and is used in about 50%
of all cases (Sautter-Bihl and Bamberg 2015). Either uncharged x-ray photons or charged ions (mostly protons)
can be used for the treatment. In contrast to themost commonly used x-ray photons, the newer andmore
expensive treatment with protons (Goitein and Jermann 2003) is superior in the sense that the integral dose in
the irradiated healthy tissue can typically be reduced. The dose distribution of a proton beam increases with the
deceleration of the impinging protons during their way through the tissue until it reaches itsmaximum shortly
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before the protons come to a standstill. This location ofmaximumdose deposition is called the Bragg peak
(Brown and Suit 2004), and the location of the Bragg peak in tissue can theoretically be precisely controlled by
the initial energy of the protons.

In clinical practice, however, this accuracy is compromised by a number of factors that can be divided into
two categories (McGowan et al 2013). On the one hand, errors in treatment planning can occur.Worth
mentioning here is the fact that there are uncertainties in tissue specific quantities like tissue density or themean
ionisation potential as extracted fromx-ray computed tomography imaging (CT), which contribute to
uncertainties in range calculations (Paganetti 2012). On the other hand, beamdelivery errors can also occur.
Here, themain contributions are patient positioning but also anatomical changes of the patient like organ
movement orweight loss relative to the day of irradiation planning (Paganetti 2012). In order to guarantee
sufficient irradiation of the tumour despite these sources of error, an enlarged volume (planning target volume,
PTV) is irradiated that includes the tumour volume (clinical target volume, CTV) and additionalmargins. These
additionalmargins, which are pronounced along the beamaxis to account for range uncertainties, ensure that
tumour control is not compromised by the imprecise knowledge of the location of the Bragg peak in tissue
(Gordon and Siebers 2007). Depending on the irradiation facility the range uncertainties are quantified to be at
least 3%of the total range plus one additionalmillimetre (Paganetti 2012). Depending on the tumour depth, the
actual range of the protons can differ from the calculated range by up to 8 mm for deep seated tumours
(Paganetti 2012). Knowing the Bragg peak position relative to the tumourwould allow a readjustment of the
proton energy and thus the Bragg peak position in case the tumourwas over or undershot and therefore would
allow for a reduced PTV, guaranteeing tumour control and sparing healthy tissue.

There are different approaches tomeasure the Bragg peak position in the patient in real time or
retrospectively.Most techniques are based on the detection of secondary emissions following nuclear
interactions of the impinging protons, such as positron emission tomography (PET, retrospective or quasi-
prompt) (Zhu and El Fakhri 2013,Onecha et al 2022), prompt-gamma-emission (Richter et al 2016) or prompt-
gamma-spectroscopy (Hueso-González et al 2018). Proto- or ionoacoustics takes a completely different
approach for the localisation of the Bragg peak using the detection of acoustic waves generated by the dose
deposition of a pulsed proton or ion beam. The localised energy deposition of a proton pulse around the Bragg
peak leads to a local rise of the temperature and thus a brief pressure increase (Assmann et al 2015, Jones et al
2015). The generated acoustic wave propagates isotropically from its source and can be detectedwhen reaching
the patient’s skin. Analysing the time offlight of the ionoacoustic signal propagation allows conclusions to be
drawn about the position of the Bragg peak. Since the ionoacoustic signal is typically very noisy at clinically
relevant doses, the signals are often averaged and filteredwith analogue and digital filters such as band-pass
filters, SavitzkyGolayfilters (Caron et al 2023) orwaveletfilters (Vallicelli et al 2021). From the time dependent
ionoacoustic signal the location and the shape of the dose deposition can in theory be retrieved using a
deconvolution procedure, however as deconvolution is a noise-sensitive process, thismethod is limited to high
quality signals.

In thismanuscript, the task of deconvolution is circumvented by applying amatched filter (Schauer et al
2022). In addition, thematched filter represents an ideal filter with respect to SNRmaximisation (Turin 1960). It
is therefore also called an idealfilter and uses a perfectly designed filter function for the expected signal
presupposing that the shape of the expected signal is known. It is shownhowusing thisfilter enables to evaluate
the distance between the sensor and the Bragg peak position in an abdominal phantomwith sufficient accuracy
to obtain a statistical fluctuation of less than 1 mmat clinically relevant doses. The evaluated Bragg peak position
can be directly transferred to an ultrasound image of the irradiated region of the phantom, showing the relative
position between the Bragg peak and the surrounding anatomy at low statistic uncertainty. The transfer of the
extracted time of flight from the low-frequency ionoacoustic sensor to the high-frequency ultrasound device is
made possible bymeans of an optoacoustic calibrationmeasurement and based on the assumption that
dispersion in the frequency range between the ionoacoustic signal (≈80 kHz) and the ultrasound device
(3.5 MHz) is negligible, which has been shown forwater and haemoglobin solutionmimicking soft tissues
(Treeby et al 2011).

2.Materials andmethods

2.1. Experimental setup at a clinical synchrocyclotron
Ionoacoustic signals weremeasured at the clinical synchrocyclotron (S2C2, IBA) at the proton therapy centre
Antoine Lacassgane (CAL) inNice, France. The synchrocyclotronwas operated in servicemode that allows to
manually define the beam energy and a constant beam current. The proton energy was set to either 126MeVor
127MeV, respectively. By default, the synchrocyclotron delivers a pulsed beamat a repetition frequency of
1 kHz. The pulses are nearly Gaussian shapedwith a FWHMof 3.1 μs ± 0.4 μs, whichwasmeasured during the
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experiment (see figure 1). At the average beam current of 1.5 nA one pulse thus contains on average about
9.4× 106 protons. UsingMonte Carlo simulations the deposited dose inwater was evaluated to be 2.40 cGy per
pulse at the Bragg peakmaximum. The lateral extend of the beamat the beam exit window isGaussianwith
FWHM≈ 10.5 mmand broadens up to FWHM≈ 12.0 mmat the Bragg peak.

The temporal pulse structure wasmeasured experimentally using a prompt-gamma-detector. The inelastic
scattering of incoming protonswith atomic nuclei of the phantommaterials can lead to excited nuclear states of
these atomswhich return to the ground state on very short time scales (<ns) under the emission of high-energy
(severalMeV) photons. These prompt-gamma-photons were detectedwith a plastic scintillator (Model:
SPD.150.90.50) in combinationwith a photomultiplier tube (PMT) (Model: 9266KB50), whichwas positioned
laterally next to the entrance of the beam into the phantom. The number of detected prompt-gamma-photons
was estimated beforehand by TOPAS simulation to be around 105 per proton pulse for the given distance from
the scintillator to the phantom (approx. 50 mm) and the size of the scintillator (150 mm× 90 mm× 50 mm).
The voltage of the PMTwas limited to 500 V tomeasure thewhole pulse structure without saturation of the
PMT signal. Figure 1 shows the PMT signal (blue) of a single proton pulse together with aGaussian fit (red). The
PMT signal was used as a trigger signal to start the acquisition of the ionoacousticmeasurement. The trigger
thresholdwas set to 25 mVas indicated in thefigure in order to start ameasurement. The trigger signal was
recorded alongside every ionoacousticmeasurement. During the evaluation process the raw ionoacoustic signals
were shifted in time according to their corresponding trigger signal in order to ensure coherent averaging. In
particular the signals were shifted such that 50%of themaximumvaluewithin the rising flank of theGaussian fit
of the corresponding trigger signal is set to t= 0 s (seefigure 1). This choice is initially arbitrary, since in the
evaluation process, themeasurement is comparedwith a calibration forwhich t= 0 smust be selected
identically. However, the choice of the rising edge as t= 0 s offers a very stable start time due to the steep gradient
in the pulse shape at this point. The knowledge of the pulse duration and shape as obtained from the PMT
measurement was additionally used for simulations of the ionoacoustic signal, whichwere used in the signal-
processing (see section 2.3).

2.1.1. Ionoacoustic measurements at the CIRS abdominal phantom
Ionoacoustic signals weremeasured on the surface of a CIRS triplemodality 3D abdominal phantom (Model:
057A), whichwas irradiatedwith a single proton pencil beam spot of 126MeV initial energy. A sketch from the
data sheet of the CIRS phantom is shown infigure 2(a).

The phantommimics human anatomy in the abdominal region using organ surrogatesmade of different
polymers. It was imaged using x-rayCT,magnetic resonance imaging (MRI) and ultrasound. Additionally it
includes lesions, one of whichwas chosen to be irradiated in this experiment tomimic realistic patient
treatment. Figure 2(b) shows aCT image of the phantomdisplaying the target lesion positioned in the liver, the
beamdirection and the position of the acoustic detector duringmeasurements (measurement location).

Tomeasure the ionoacoustic signal a CetaceanC305Xhydrophonewas used in axial direction distal to the
Bragg peak. According to the data sheet, the hydrophone has a nearly flat frequency response between 20 and
200 kHz and is therefore well suited for the detection of the ionoacoustic signal with a central frequency of
approximately f= 80 kHz. The hydrophonewas rigidly attached to an ultrasound probe (IntersonGP-C01) in a
custommade holder, whichfixes the relative position of the two devices to each other. The holder was attached

Figure 1.The trigger signal of a single pulse (blue) recorded by a combination of a scintillator and a photomultiplier tube. The t = 0 s
time point is readjusted retrospectively for everymeasurement to be in the rising flank at 50%of themaximumvalue of theGaussian
fit (red).
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to amotorised stagewhich allowed to alternately drive either device to itsmeasurement location. The lateral
offset of the two devices was calibrated in an optoacousticmeasurement (see section 2.2). The ultrasound device
was operated at a centre frequency of 3.5 MHz and assumes a constant speed of sound of vUS= 1.54 mm μs−1

for the ultrasound image generation.
A photo of the experimental setup in the treatment roomof theCAL proton therapy centre is shown in

figure 3. It depicts the exit windowof the proton beam (gantry)with the position of the beam exitmarked by the
red laser hair cross. The sensors are acoustically coupled to the phantomusing ultrasound gel. On the right of the
phantom the scintillator of the prompt gamma trigger is shown,which is electromagnetically shielded by
aluminium foil.

Figure 2.A scheme adapted from the data sheet of the abdominal CIRS phantom (a) shows the dimensions of the phantom and the
internal organs. TheCT image (b) additionally shows the beamdirection, the target lesion and themeasurement location.

Figure 3.Aphoto of the setup shows the beam exit (red hair cross), the phantom, and the custommade holder. The holder is attached
to the x–y–z-stage via a transparent PMMAconnector. On the right of the phantom the scintillator of the trigger wrapped in
aluminium foil can be seen.
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The signals from the hydrophonewerefirst amplified using a 40 dB low-noise amplifier (HVA-10M-60-B,
FEMTO), followed by a 240 kHz lowpassfilter and a 5 kHz high passfilter (Thorlabs EF504 andThorlabs
EF115). The signals were then digitised using a 5444DPicoscope (Picotech) at a sampling time of 32 ns andwith
a 14 bits voltage resolution on a 500 mV range. The data from the ultrasound device was read out directly via
USBusing the software provided by the vendor.

Due to electromagnetic pulses generatedwith every proton pulse, it was necessary to electromagnetically
shield the ionoacoustic sensor. For this purpose, a piece of aluminium foil was placed between the phantomand
the hydrophone and acoustically coupled on both sides with ultrasonic gel. The reduction of the acoustic
amplitude at the aluminium foil is negligible due to its small thickness (10 μm) compared to thewavelength
(l = » 1.9 cmv

f
US ) of the ionoacoustic signal.

2.1.2. irradiation planning
FLUKA (Battistoni et al 2007), aMonte Carlo radiation transport simulation engine, was used for the planning of
the irradiation. TheCT image (see figure 2(b)) of the phantomwas transferred into FLUKAusing the code built-
in capabilities to import DICOM images (Kozłowska et al 2019). TheHounsfield units generated from theCT
imagewere converted into the relevantmaterial parameters such as atomic composition andmass density using
the segmentation approach supported by the standard distribution of the code (Kozłowska et al 2019). Beam
properties were defined starting from an analytical beammodel of the CAL facility (Grevillot et al 2020), tuned to
reproduce experimental depth dosemeasurements inwater. The irradiation positionwas chosen such tomimic
a clinical scenario (hepatic lesion infigure 2(b))whileminimising the heterogeneities in the beamand acoustic
path. The proton beam energy (126MeV)was adjusted in silico to position the Bragg peak at the lesion centre.

The experimental setup including the phantom, acoustic detector holder and themotor stage wasmounted
on the patient couch.During the experiments, the phantomwas imagedwith ultrasound, and the probewas
positioned to have the lesion at the image centre. The phantomwasmoved laterally using the 6 degree of
freedompatient positioning such that the proton beam entered it at the planned positionwhich had previously
beenmarked on the phantom surface. The azimuth angle was determined by aligning the beamwith the centre
of the ultrasonic probe.

The stopping powers relative towater (SPR) of the phantommaterials were derived fromwater-equivalent
thicknessmeasurements of 2 cm thick samples done using amultilayer ionisation chamber (Zebra, IBA) at
150MeV. The experimental SPRswere used tofinely tune theMonte Carlomodel. The default FLUKA
conversion ofHUwas substituted by a phantom-specific segmentation accounting for the correctmaterial
density and composition as provided by the vendor, and inwhich the ionisation potential of eachmaterial was
altered to reproduce the experimental SPR at 150MeV. Themore accurate FLUKAmodel developed post-
irradiationwas used as a ground truth to assess the experimental uncertainties.

2.2.Optoacoustic setup
Anoptoacoustic setupwas used to characterise the ionoacoustic detector and calibrate its longitudinal distance
to the ultrasonic probe oncemounted in the custommade holder. The optoacoustic signals were generated
using a 30Wfibre coupled laser diode fromCoherentDILASwith a central wavelength of 808 nm. The intensity
of the current provided to the laser sourcewas shaped into pulses with a fastmodulator FM45-25 fromMPC
(Messtec power converter) and a function generator (here: Rigol DG1022). The laser was focusedwith a
converging lens ( f= 10 cm) on a thin (50 μm) black aluminium foil target positioned in awater tank
(39× 39× 20.5 cm) approximately 4 cmbehind the 1 cm thick PMMAentrancewall. The laser is fully absorbed
on the target giving rise to an optoacoustic signal emission. A schematic sketch of the setup is shown infigure 4.

The experimental parameters for the calibrationmeasurements were selected to be comparable with the
clinical ionoacoustic experiments. AGaussian pulse of 3.1 μs FWHMwas used. The acquisitionwas triggered
froma duplicate of theGaussian pulse supplied by the function generator and the triggering level was set to 50%
of themaximum intensity of the pulse. Only the front side of the hydrophonewas immersed in thewater (i.e.
back sidemaintained in air) to guarantee the same detector response as for the ionoacousticmeasurements with
the phantom. Regarding the data acquisition, care was taken to use exactly the same components as in the
ionoacousticmeasurements to exclude any additional electrical delays in the optoacoustic signals due to
electronics such as additional filters or amplifiers.

For the calibration, it is necessary to ensure that the optoacousticmeasurement and an ultrasound image are
recorded on the beam axis. For this purpose, the hydrophonewas scanned in both dimensions lateral to the
beamaxis in 1 mm steps and optoacoustic signals with identical conditions were recorded at each position. The
position on the beamaxis along a scan directionwas determined as the position that achievesmaximum
optoacoustic amplitude, whichwas determinedwith a parabolic fit. The axialmeasurement position for the
ultrasound device was determined bymoving the ultrasound device iteratively inmillimetre steps until the
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aluminium target was visible atmaximum intensity and symmetrical to the central axis of the ultrasound device
(see figure 12). The longitudinal distance between the sensors and the aluminium foil target was chosen tomatch
the expected distance to the Bragg peak during the ionoacousticmeasurements (≈65 mm). The optoacoustic
setupwith the hydrophone positioned on the beamaxis was also used to characterise the hydrophonewith
respect to its total impulse response (TIR) (see section 3.1.2).

2.3. Signal-processing of ionoacousticmeasurements
In the evaluation process, the signals of consecutive proton pulses are averaged accumulating a total dose
proportional to the number of averages. The total dose of an n-fold averagedmeasurement can thus be
calculated byD= n× 2.40 cGy. The resulting n-fold averagedmeasurementsM(t) are then filteredwith a
correlation filter utilising a simulatedfilter template F(t) (Schauer et al 2022). The template reflects the temporal
structure of the expected ionoacoustic signal (Turin 1960). A correlation filter ismathematically designed to
maximise the SNRof a rawmeasurement containing a signal of known shape (Turin 1960). The output of the
filter is a correlation functionwhich is often called ameasure of similarity because itmaximises at the point
where themaximum similarity betweenmeasurement and template is found. For discretised input signals the
correlation functionCM,F(τ) reads as

( ) ( ( ) · ( ))
( ) · ( )

( )t
t

=
S +

S S
C

M t F t

M t F t
. 1M F

t

t t

,
2 2

The variable τ describes the time shift between the template and themeasurement. The denominator consist of
the total signal energy contained in themeasurement (ΣtM

2(t)) and template (ΣtF
2(t)), respectively and ensures

correlation coefficients between−1 and 1.
The templates F(t) used for thefiltering process are based on the theoretical derivation of Jones et al (Jones

et al 2016, 2018). It represents the expected pressure at the detector at time t, which is given by the convolution of
a spatial contribution Pδ(t), a temporal contribution determined by the derivative with respect to time of the
temporal heating functionHt(t), and a second convolutionwith the total impulse response of the ionoacoustic
detector TIR(t).

( ) ( ) ( ) ( ) ( )* *=
¶
¶

dF t P t
H t

t
tTIR , 2t

Ht(t) is given by the normalised beam current ( ) ( )
( )

=
ò

H tt
I t

I t dt
in units of [s−1] andPδ(t) is given by a spherical

surface integration over the doseD(R, θ,f) deposited by the proton beam, given in the coordinate systemof the

Figure 4.Optoacoustic setup used for calibrationmeasurements. A pulsed laser is reflected at amirror (1) and enters the water tank (2)
through a 1 cm thick PMMAwall before it is absorbed on an aluminium target (3). The optoacoustic wave is emitted (4) and detected
by the hydrophone (5), which is rigidly attached to the ultrasound probe (6) in the custommade holder.
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detector (R, θ,f)(seefigure 6(a)).

( ) ( ) ( ) ( ) ( ) ( )ò òp
f q q q f r q f q f= Gd

p p
P t

t
d d R R D R

4
sin , , , , , , . 3

0

2

0

Here,Γ(R, θ,f) is the dimensionless Grüneisen parameter describing the conversion of heat to pressure
(Mausbach et al 2016) and ρ(R, θ,f) themass density of thematerial inwhich the doseD(R, θ,f) is deposited.
The distance between the an arbitrary point within the source and the detector is described byR= vst, with vs
being the speed of sound of the propagationmedium.

3. Results

The results section of thismanuscript is divided into three parts. Thefirst part describes the raw signals and how
the used correlation filter improves the SNR thusmaking signals visible at clinically relevant doses. The second
part presents the extraction of a robust time offlight and demonstrates the high accuracy in detection of a
relative range shift originating from a change in the energy of the proton beam. In the third part, it is shown, how
the Bragg peak location obtained froma ionoacoustic signal can be assigned to a location in an ultrasound image
bymeans of an optoacoustic calibrationmeasurement.

3.1. Evaluation process of the ionoacousticmeasurements
3.1.1. Unfiltered ionoacoustic measurements
Using the setup described infigure 3, ionoacoustic signals from1200 consecutive proton pulses were
individually recorded. As for each individualmeasurement a stable trigger was provided by the prompt-gamma-
signal (see figure 1), the total number of protons taken into account and correspondingly the dose could be
determined by the number ofmeasurements averaged. Figure 5 shows the raw (i.e. unfiltered) ionoacoustic
measurements including all 1200 averages (a) and one example of 50 averages (b).

Infigure 5(a), the high number of averages and the associated lownoise level allow the identification of two
individual signals separated in time. Thefirst signal, the so-called direct signal, starts at about 50 μs and is caused
by the soundwaves travelling from the Bragg peak to the sensor in a straight way. In addition, another signal, the
so-calledwindow signal, is also visible and starts at about 130 μs. This signal is generated by the entry of protons
into the abdominal phantom. This signal is likely to be overlaid by echoes of the direct signal or other secondary
signals which dominate the signal after 150 μs . If not further specified in the following ‘the signal’ always refers
to the direct signal, which is themost interesting one since it contains the information of the distance between
the Bragg peak and the sensor. In contrast to the high SNRmeasurement in (a), the low averaging number of 50
averages displayed in (b) causes a substantially higher noisefloormaking the signals hardly distinguishable from
pure noise.

3.1.2. Filtering process of the rawmeasurements
The noise level in themeasurements shown infigure 5(a) and (b)was reduced by a correlation filter. Thefiltered
signals (correlation functions) plotted infigure 5(c) and (d), respectively, are obtained after correlating the raw
measurements from (a) and (b)with a simulated filter template. The template reflects the temporal structure of
the expected ionoacoustic signal as accurately as possible and are obtained in this work as a hybrid between
simulation andmeasurement. The generation of the three components (see equation (2)), which are necessary
for the generation of a complete template, is described below.

The 3Ddose distribution of the proton beamD(R, θ,f)was simulated using TOPAS (Perl et al 2012), a
Monte Carlo dose engine based onGeant 4. 9.4× 106 protonswere simulated in awater phantom and the dose
was read out in a cartesian scoring of 200μm.The dosewas subsequently transferred intoMATLAB and
multipliedwith themass density of thematerial (water) and theGrüneisen parameter for water (Γ= 0.12 at
21°C (Wang andWu2012)). The spherical surface integration (see figure 3)was numerically evaluated using
cubic interpolation starting from a voxel positioned 65mmdistal to the Bragg peakmarking the expected sensor
position. The resultingPδ(t) is initially still a function of location, which can be transcribed to a function of time
under the assumption of a speed of sound (vs= 1.50 mmμs−1). The calculation ofPδ(t) is illustrated infigure 6
for a 2D cut of the 3Ddose distribution (colour coded).

The sensor position ismarked by thewhite square (a). All pressure contributions associatedwith the
corresponding dose distributions by p0= Γ(R, θ,f) ρ(R, θ,f)D(R, θ,f) located on a sphere (circle) indicated by
thewhite dotted lines arrive at the detector at the same time t= R/vswhereR is the distance to the detector and vs
is the speed of sound assumed for the calculation. This time dependent generic pressure is given by Pδ(t) (figure 6
(b)). It is plottedwith a normalised amplitude as the amplitude ofPδ(t) has no effect on the resulting filtered
signals. It is consequently not necessary to know theGrüneisen parameter or themass density of the irradiated
mediumprecisely as long as they are constant in the region around the Bragg peak. The calculation ofPδ(t) allows
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tofind the time point t inPδ(t), which corresponds to a certain point in the dose distribution characterised by its
distance to the sensor x= vs t. For this particular irradiation geometry it was found that the distance between the
Bragg peak and the sensormaps to a time offlight which is given by themaximumofPδ(t). The Bragg peakwas
chosen for simplicity reasons only, similarly other characteristic points of the dose distribution, like the 80% fall-
off of the Bragg peak, can be found inPδ(t) using the samemethod. Pδ(t) is subsequently convolvedwith the
temporal derivative of the temporal heating function emulating the expected temporal heating function from

Figure 5.Raw ionoacoustic signals with 1200 averages or 29 Gy total dose in the Bragg peak in (a) and one example of a signal
containing 50 averages or 1.2 Gy in (b). The corresponding correlation function after filtering the raw signals with thefilter templates
(seefigure 7(b)) are plotted in (c) and (d), respectively.

Figure 6. (a) shows a cross section of the input dose distribution (colour coded)with the sensor positionmarked as awhite square. All
pressure contributions p0 = Γ(R, θ,f)ρ(R, θ,f)D(R, θ,f) located on a sphere (white dotted lines) arrive at the detector at the same
time t = R/vswhere they sumup to formPδ(t) (b).
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the synchrocyclotron at CAL, (Gaussianwith FWHM=3.1μs), and the TIR(t) in order to obtain a complete
simulation of the signal F(t) according to equation (2).

The frequency response of the hydrophone as given on its data sheet (see figure 15, appendix) is only valid for
its usagewhen completely submerged inwater. Since the hydrophone in this experiment was operatedwith air as
a backingmaterial, this changes the impulse response and frequency response drastically. Thus, the TIR(t)was
experimentallymeasured using the optoacoustic setup (see section 2.2). Thismeasurement ensures that acoustic
reflections on air and internal structures of the hydrophone are also included in the TIR. Tomeasure the TIR of
the hydrophone, a rectangular, long (30 μs) laser pulsewas generated using the function generator. For thefirst
30 μs of themeasured TIR it can thus be assumed that the causing temporal heating functionHt(t) reduces to a
heavyside step function and its temporal derivative reduces to a delta-function. The pulse duration of 30 μs
ensures frequencies as low as approximately 30 kHz to be correctly included in the TIR. Lower frequency
components with a period ofmore than 30 μsmight not be perfectlymeasured using this setup, however these
components have a negligible contribution to the ionoacoustic signal and could not bemeasured using the
optoacoustic setup as presented here, since secondary signals originating from the PMMAwall are expected to
arrive approximately 30 μs after the primary signal distorting the TIR from this time point onwards. Note that
the distance between the aluminium foil target and the hydrophonewas chosen tomatch approximately the
expected distance between the Bragg peak and the hydrophone in the subsequent ionoacousticmeasurements.
This ensures the TIR to be aswell adapted to the ionoacousticmeasurements as possible. However, as the
spherically expanding pressure wave from the aluminium foil target is approximately flat in the region of the
hydrophone, it is expected that the TIR is robust against small changes in this distance especially to distances
larger than the one used.

Additionally, since all photons are absorbed on the thin aluminium foil with a thickness of d= 50 μmbeing
much smaller than thewavelength of the acoustic signal (λ≈ 1.9 cm),Pδ(t) reduces toPδ(t)= δ(t). The expected
signal (for thefirst 30 μs) can thus bewritten as:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )* * * *d d=
¶
¶

= =dp t P t
H t

t
t t t t tTIR TIR TIR . 4t

The resulting total impulse response (TIR(t)) of the detector is shown infigure 7(a). Thefirst pronounced
maximumof the TIR(t) is due to the incoming pressure wave, followed by two smallerminimumswhich are
likely due to reflections of the incoming pressure on internal structures of the hydrophone. Because of the high
impedance change on the back of the hydrophone the pressure wave is almost completely reflected at the air
surface causing a second very pronouncedmaximum.

The template is shown infigure 7(b) (orange) together withPδ(t) (blue), whose simulationwas discussed in
the context of figure 6. StartingwithPδ(t), the template was obtained by convolution according to equation (2).
The temporal shift betweenPδ(t) and the template originates from the numerical cut-off points of the temporal
heating function and the TIR(t) defining their respective start and end. This shift has therefore no direct physical
meaning, however it is important for the further course of thismanuscript that this temporal shift isfixed. Given
the position of the template in time, the corresponding position ofPδ(t) in time is thus known from this
convolution process.

Figure 7.Characterisation of theCetacean 305Xhydrophone in terms of its TIR(t) (a). Panel (b) shows the obtained template F(t)
(orange line), which is obtained by convolution according to equation (2).Pδ(t) (blue line) originating from the dose deposition of the
126 MeVproton beamwas convolvedwith the temporal derivative of the heating function (Gaussianwith FWHM = 3.1 μs) and the
TIR(t) frompanel (a).
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3.1.3. Correlation function results
After correlating the rawmeasurements from figure 5(a) and (b)with thefilter template (see figure 7 (b), orange
line), the correlation functions plotted infigure 5(c) and (d) are obtained. The increase in signal quality achieved
by the correlation filter is particularly evident in the signal with 50 averages (see figure 5(b) and (d)). In contrast
to the rawmeasurement, the signal position (at 150 μs) is clearly visible in the correlation function and the
maximumof the correlation function is at least two times larger than the amplitudes of the noise as visible for
t< 130 μs. The signal quality of both, rawmeasurements and correlation functions are quantified using an SNR
according to (Schauer et al 2022). For the signals containing 50 averages the given SNR-values (see values in the
figure) aremean values as the SNRfluctuates depending onwhich 50 averages were considered. This fluctuation
is quantified by the standard deviation of the individualmeasurements. For the signals containing all 1200
averages no statistical uncertainty in the SNR can be given as there is only onemeasurement.

A key feature of the correlation function is the fact that themaximumposition of the correlation function
can be used to determine the signal position in themeasurement. It is used tomatch the template to a position in
themeasurement, where it bestmatches the signal shape. For ameasurement and a template which are of the
same duration (like in this work) the shift that has to be applied to the original template in order tomatch the
template to themeasured signal can be calculated by subtracting the length of the template from the correlation
peak position (see figure 5(c), (d)). The length of themeasurement and the template is equal to 10 000 samples or
320 μs. Note, that the template infigure 7(b) only shows a section of the template for better visibility. The
matching procedure is illustrated infigure 8, which shows the rawmeasurement as displayed infigure 5(a)
(black) together with thematched template (orange).

The relative position of the template to themeasurement was determined from themaximumposition of the
correlation function (see figure 5(c)) betweenmeasurement and template. From thematched template position,
the position ofPδ(t) (blue) is also known since it was fixed in the template generation (see figure 7). Additionally
the 1200-fold averaged trigger signal is shown (purple).

While the position ofPδ(t) ormore precisely the position of itsmaximum,whichwill be used for the
evaluation process, is to be calibrated in terms of absolute time offlight it already allows for the determination of
a range difference between two proton beams from their respective ionoacoustic signals. The position ofPδ(t) as
obtained from the correlation andmatching procedure is very robust against noise since it depends on the
correlation peak position and therefore thewhole signal structure rather than a single point in the signal.

3.2. Range variationmeasurements
The correlation analysis was performed for ionoacoustic signals generated by protons of energyE1= 126MeV
(Figure 9, black) andE2= 127MeV (figure 9, orange)measured on theCIRS phantomusing the setup shown in
figure 3. Both signals are shown for a dose deposition of 29 Gy at the Bragg peak (1200 averages). In addition,
figure 9 shows the corresponding Pδ(t) for both energies (dotted lines), which are obtained after the correlation
andmatching procedure (see figure 8). The temporal difference of the Pδ(t)-peaks (Δ tV) is used to assign a time
offlight difference between both signals andwas found to beΔtV= 1.02 μs± 0.10 μs. The subscriptV stands for
’variation’ and the indicated uncertainty is deduced later in this section.

Figure 8.Using the correlation function, the simulated template (orange) can bematched to themeasurement (black). From the
template generation the relative position of the template andPδ(t) is known and additionally plotted (blue). The trigger signal is
plotted in purple.
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The speed of sound in the phantom in the irradiated region of the phantom (liver) is known from the
manufacturer to be vL= 1.54± 0.01 mm μs−1. Assuming that both proton beams stopped in the liver, which is
a valid assumption given the spatial extend of the liver from figure 2, a spatial distance between the Bragg peak of
the 127MeVprotons and the 126MeVprotons is calculated:

( )D = ´ D = x v t 1.57 mm 0.15 mm. 5V L V

It should be emphasised here that the difference in time offlight could have been directly read from the raw
signals when using these high dosemeasurements. However, the temporal difference between the two signals
strongly depends on the point within the signal that is used for comparison. This jitter increases when decreasing
the number of averages (see figure 5 (b)). In comparison, the position ofPδ(t) as resulting from the correlation
analysis ismuchmore robust against noise. This is quantified infigure 10 showing the analysed peak-positions of
Pδ(t) formeasurements at different doses for the 126MeV and the 127MeVbeam. The ranges are given relative
to x0 defined by the peak-position ofPδ(t) for the 126MeVprotonsmeasuredwith 29 Gy. Figure 10 shows the
dose dependent scattering of the data starting on the right at onemeasurement containing 1200 averages down
to 24measurements containing 50 averages each. For both energies the scattering of the data increases with
decreasing dose due to the increasing noisefloor. The offset of the symbols infigure 10 at a dose of 29 Gy is given
by the deviation in range of the two corresponding proton beams (1.57 mm), whichwas evaluated infigure 9. A
quantification of the scattering of the 24measurements at 1.2 Gy each is given in table 1.

Figure 9.Raw ionoacoustic signals corresponding to two different proton energies, namely 127 MeV (orange, solid) and 126 MeV
(black, solid). For both energies the corresponding positions of Pδ(t) (dotted) is shown and their temporal offset is evaluated to be
ΔtV = 1.02 μs ± 0.10 μs .

Figure 10.Evaluation of the statistical error forE1 = 126 MeV (black crosses) andE2 = 127 MeV (orange circles) as a function of dose
between 1.2 Gy and 29 Gy. The offset of the two values atD = 29 Gy is given by the distance in range of the corresponding proton
beams.
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It shows that the standard deviations are below 1 mmwith 0.52 mm for the 126MeV and 0.46 mm for the
127MeV case. The two standard deviations are used to calculate a standard error of themean:

( ) ( )s
m= =SEM

24
0.11 mm 0.07 s 6126

126

( ) ( )s
m= =SEM

24
0.09 mm 0.06 s 7127

127

The SEM-values are the expected standard deviation of themeasurement containing all 1200 averages if it was
repeatedmultiple times. Using the SEM-values an error can be calculated for the range difference calculation of
the two energies as it was performed in equation (5). Here, the individual jitter of themaximumposition ofPδ(t)
(SEM) and the uncertainty of the speed of sound contribute. The range difference is thus equal to
ΔR= 1.57± 0.14 mmwhich agrees with the value fromTOPAS simulations (1.60 mm)within themargins of
themeasurement uncertainty. This result shows that it is possible to determine a range shift between two proton
beams from their corresponding ionoacoustic signal for clinically relevant conditions with sub-millimetre
accuracy.

3.3. Bragg peak localisation
Themeasurement of range variations from the previous section can already be used for clinical applications, for
example to compare themeasured ionoacoustic signal to simulations as expected from the irradiation plan.
However, the evaluation process as presentedwas based on the assumption that both beams stop in the same
tissue of known speed of sound. Ionoacoustics additionally offers the possibility of a Bragg peak localisation. For
this, the ionoacousticmeasurementmust be calibrated once. An optoacoustic setup (see figure 4)was used for
this purpose. In the following, the calibration of the ionoacoustic sensor is presented to localise the Bragg peak
relative to the ionoacoustic sensor before, in a second step, the calibration is adapted so that the Bragg peak can
be localised relative to the anatomy, which is obtained by an ultrasound image.

3.3.1. Calibration of the ionoacoustic sensor using optoacoustics
The calibration of the ionoacoustic sensor is necessary in order to convert ameasured time offlight obtained
from themaximumposition ofPδ(t) to a location relative to the ionoacoustic sensor. The optoacoustic setup is
suitable for the calibration process as the location of the origin of the optoacoustic signal is known as it is
confinedwithin the black aluminium foil target. The calibration is specifically designed for the synchrocyclotron
at CAL. In order tomake the optoacoustic calibration suitable for the evaluation of the ionoacoustic
measurements, the parameters which influence the shape of the ionoacoustic signal (see equation (2))were
reproduced as precisely as possible in the optoacoustic setup.

Additionally to the setup parameters, identical signal-processing was applied for the optoacoustic
calibrationmeasurement. This includes the generation and thematching of a template for which it was ensured
to use the numerically identical temporal heating function andTIR(t). In contrast to the ionoacoustic
measurements, the energy distributions and therefore alsoPδ(t)was assumed to be delta-shaped as all photons
are absorbed on the thin (50 μm) aluminium foil target. The evaluation process for the optoacoustic
measurement is illustrated infigure 11.

The template (orange) generated for the evaluation of the optoacoustic signal (black) ismatched to the signal
using the corresponding correlation function and the position ofPδ(t)= δ(t) (blue) relative to the template is
known from the template generation. This time is defined to be the calibration time tc. This time has no direct
physicalmeaning and is in particular not equal to the time offlight of the acoustic signal from its source at the
aluminium foil target to the hydrophone. However, the calibration time enables a comparison to ionoacoustic
measurements. Note that a comparison between optoacoustics and ionoacoustics is not self-evident as for the
raw signals the different contributions from the different Pδ(t) cause different signal shapes. The comparison is
onlymade possible by the calculation of the position of the individual Pδ(t) aswithinPδ(t) the corresponding
point of the dose deposition is known (seefigure 6).

Table 1.Quantification of the scattering of the evaluatedPδ(t)-peak
position for a dose of 1.2 Gy and energies of 126 MeV and 127 MeV.

E = 126 MeV E = 127 MeV

standard deviationσ [mm] (μs) 0.52 (0.34) 0.46 (0.30)
maximumdeviation Dmax [mm] (μs) 1.53 (0.99) 1.1 (0.71)
Number of deviations>1 mm 1 1
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In order tofinalise the calibration, the calibration timewas complementedwith a calibration distance. This
calibration distance is given by the distance between the acoustic source, namely the aluminium foil target, and
the ionoacoustic sensor. This can be physicallymeasured using, for example, a caliper. The temporal difference
between the calibration time tc and the time offlight extracted from themaximumposition of Pδ(t) of an
arbitrary ionoacousticmeasurement (tM) can nowbe converted to a distance between the calibration location xc
and the Bragg peak location (xBP). In particular:

( )- = -x x v t v t 8c c c M MBP .

Here, xc and tc are obtained from the calibration, vc is the speed of sound of thewater used for the calibration
process and vM is the average speed of sound traversed by the ionoacoustic signal.While the speed of sound of
thewater used for the calibration process can bemeasuredwith high precision, the speed of sound of tissue is
generally not knownwith sufficient accuracy to perform range verification in a clinical context. Additionally, the
distance between the hydrophone and the Bragg peak is an incomplete information regarding a range
verification process. Rather, it is desirable to know the Bragg peak position relative to the anatomy of the patient
instead of its position relative to the sensor. This can be achieved by the combination of the time offlight
obtained from a ionoacousticmeasurement with amedical ultrasound image.

3.3.2. Bragg peak localisation in an ultrasound image
The combination of the ionoacousticmeasurement with an ultrasound image requires a slightlymodified
calibrationwith regard to the calibration distancewhile the calibration time stays unaltered as presented in the
previous section. Instead ofmeasuring the distance to the aluminium foil target physically, the calibration
location is obtained from anultrasound image taken at the samemeasurement location as the optoacoustic
calibrationmeasurement. This calibration thusmaps the calibration time to the location in the ultrasound
imagewhere the aluminium foil target is displayed, which is called the calibration location xc. This ultrasound
image is shown infigure 12.

For the calibration process neither the absolute distance to the Aluminium foil target nor the speed of sound
of thewatermatters since they are equal for both devices given that both devicesmeasure on the beam axis. A
higher or lower speed of sound of thewater changes the arrival time of the optoacoustic signal but
simultaneously stretches or compresses the ultrasound image since the ultrasound probe assumes a constant
speed of sound of vUS= 1.54 mmμs−1 for image generation. It has to be assumed that the dispersion in the
frequency range between the acoustic signals (80 kHz) and the ultrasound probe (3.5 MHz) is negligible, which
has been shown forwater and haemoglobin solutionsmimicking soft tissues (Treeby et al 2011).

This calibration is used to transfer the time offlight obtained from themaximumposition ofPδ(t) of an
arbitrary ionoacousticmeasurement (tM) to the ultrasound image. Assuming the case, where by chance this
maximumposition tM coincides with the calibration time tc, then the corresponding point within the ultrasound
imagewould be the calibration location xc. Accordingly, a temporal difference between tM and tc (tM− tc=ΔtL)
can be converted to a distance between xc and the point of interest using the default speed of sound considered
forUS image generation vUS.

Figure 11.Optoacoustic signal generated by the laser absorption on the aluminium foil target (black). The optoacoustic template
(orange) ismatched to the signal and the position ofPδ(t) = δ(t) ismarked as the calibration time tc. Additionally the trigger signal
(purple) is plotted. The starting time t = 0 s is chosen tomatch the 50%mark of the risingflank of theGaussian pulse.
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( )D = D ´x t v 9L L US.

Here,ΔxL is the difference between the calibration location and the point of interest as displayed in the
ultrasound image and the subscript L is short for ‘localisation’. Note, that using thismethod the point of interest
is the position of themaximumofPδ(t), which, for the given irradiation geometry, coincides with the Bragg peak
position (seefigure 6). The evaluation of the temporal difference between tc and tM evaluated from the
ionoacousticmeasurement using 126MeVprotons is illustrated infigure 13.

The calibration time is indicated in blue andPδ(t) as evaluated from the ionoacousticmeasurement with
126MeVprotons (see figure 8) is shown in black, while itsmaximumposition is indicated by the black dashed
line. Their temporal difference is calculated to beΔtL= 0.80 μs± 0.07 μs, where the indicated uncertainty was
calculated in equation (6). This temporal difference is converted to a difference in distance according to
equation (9) yielding a spatial offset between the Bragg peak and the calibration location ofΔxL= 1.23± 0.10
mm.This spatial offset is used tomark the Bragg peak position in the ultrasound image showing the irradiated
region of the phantomusing the integrated scale bar intrinsic to every ultrasound image (see figure 14).

The same argument as in the calibration holds:While there are a variety of different speeds of sound present
in the abdominal phantomwhich each affect the arrival time of the ionoacoustic signal, the same speeds of
sound affect the image generation from the ultrasound probe leading to a stretched or compressed display of the

Figure 12.Ultrasound image of the aluminium foil target defining the calibration location xc. The ultrasound image is recorded at the
same lateral position as the optoacousticmeasurement used for the extraction of the calibration time tc (seefigure 11).

Figure 13. Pδ(t) obtained from the ionoacousticmeasurement using 126 MeVprotons and a dose of 29 Gy (black). Additionally the
calibration time is plotted in blue.

14

Phys.Med. Biol. 68 (2023) 125009 J Schauer et al



involvedmedia in the ultrasound image. The Bragg peak position can thus bemarked as if it would be visible in
the ultrasound image, using the ionoacoustic sensor as a low-frequency extension of the ultrasound probe. The
ultrasound image including the evaluated Bragg peak position is shown in figure 14.

Panel (a) shows thewhole ultrasound image indicating the beamdirection, the target lesion and the sensor
position. The contrast of the image has been increased tomake the target lesionmore visible. This is the reason
why the image looks overexposed in certain areas. The region indicated by the red rectangle is enlarged in (b)
showing the evaluated Bragg peak position from the ionoacousticmeasurement (yellow). Additionally, the
originally planned Bragg peak position (blue) and the expected Bragg peak position after fine tuning the SPR
within the irradiation planning process (red) aremarked. The error bar in themeasurement is given by the
standard deviation of the individualmeasurements at 1.2 Gy (0.52 mm).

Assuming that the expected Bragg peak position (red) is the ground truth, there is a deviation of
approximately 1.0 mmbetween the expected Bragg peak position and themeasured Bragg peak position, which
cannot be entirely explained by the statistical uncertainty of themeasurement. Nonetheless a Bragg peak
localisationwith an accuracy of 1.0 mmrelative to the anatomy is a substantial reduction to the typical range
uncertainties in proton therapy, which are between 1 and 8 mmdepending on the tumour (Paganetti 2012).

4.Discussion

This paper has demonstrated that ionoacoustics has the potential to performmeasurements regarding a range
variation of the proton beamwith a statistical uncertainty ofσ= 0.5 mm. In addition it has been demonstrated

Figure 14.The ultrasound image showing the irradiated region of theCIRS phantomhighlighting the target lesion (a). Additionally
the beamdirection and the sensor positions are indicated. The red dashed line shows an inlaywhich is zoomed in (b). It shows the
target lesionwith the originally planned Bragg peak position (blue), the expected Bragg peak position after fine tuning the SPR (see
section 2.1.2) and the evaluated Bragg peak position (yellow)with the error bars indicating the standard deviation found for a dose of
1.2 Gy.
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that it is possible to localise the Bragg peak position relative to the ionoacoustic sensor and to integrate the Bragg
peak position into an ultrasound image of the irradiated region. Themeasured Bragg peak position shows a non-
negligible deviation of about 1.0 mmcompared to the expected Bragg peak position expected from irradiation
planning in the abdominal phantom. Thus, even if the deviation is completely attributed to the uncertainty in
themeasurement, it demonstrates, that the goal in online Bragg peakmonitoringwith 1.0 mmuncertainty has
been achieved.

Discussing the 1.0 mmdeviation ofmeasured and plannedBragg peak position in detail, one has to consider
both, the systematic errors in irradiation planning and systematic errors in themeasurements. The uncertainty
in the plannedBragg peak position ismuch lower than in a typical clinical scenario, as thematerials have been
carefully characterisedwith respect to their stopping power. However, also considering possiblemisalignments
of the phantom relative to the beam, the plannedBragg peak positionmay be subject to a systematic uncertainty
of 1.0 mm. In this case, the ionoacousticmeasurement could subsequently be used to adapt the irradiation plan
and reduce the proton energy correspondingly.

On the other hand, however, the observed difference in Bragg peak positionmay be attributed to systematic
errors or inaccuracies in the parameters in data evaluation. Themajor contributionmay originate from the
trigger signal as it was found that thewidth of theGaussian slightly depends on the position of the trigger
detector aswell as its input voltage. An improved trigger and the associatedmeasurement of the pulse shape for
future experiments or clinical applications is solvable. The use of a photodiode instead of the photomultiplier
used for processing the prompt gamma signal promises amore stable trigger reading, as the photomultiplier
reacted too sensitively to the large number of prompt gammas. For a reduction of systematic errors, the trigger
signal and thewhole pulse shape is of great importance as it defines the starting point of themeasurements and is
additionally used during the calibration process. During calibration, the greatest possible accuracymust be
ensured, as a systematic error in the calibrationwill be reflected in all subsequent ionoacousticmeasurements.
However, it should be emphasised that a successfully calibrated instrument can be usedwithout restriction, as
the calibration is independent of the irradiation ormeasurement location and therefore does not need to be
renewed regularly.

To exclude all systematic errors in the planned dose profiles as well as in the analysis of the ionoacoustic
signals, additional experiments are needed in the future to compare the ionoacousticmeasurement with a
measured dose profile using, for example, an dosimetric phantom. Such a ground truthmeasurementmakes it
possible to further reduce the systematic uncertainties butwill also replace the optoacoustic calibration
measurement.

Regarding a possible clinical application the presentedmethod comeswith the additional advantage that the
evaluation process can be performed in real time providing the position of the Bragg peak in an ultrasound
image of the patient recorded at the time of irradiation. During the evaluation of the distance between the Bragg
peak position and a reference point in the ultrasound image (dUS) caremust be taken thatmeasuring distances in
an ultrasound image requires the knowledge of the real speed of sound (vreal) of themedia between the Bragg
peak and the reference point. The actual physical distance can be calculated from anultrasound image using the
ratio of the real speed of sound to the default speed of sound of the ultrasound probe vUS.

( )=d d
v

v
10US

US
real

real

Uncertainties in the calculation of dreal aremostly attributed to the imprecise knowledge of vreal within the body.
As this uncertainty is linearly dependent on themeasured distance dUS it is advisable to choose a reference point
within the ultrasound imagewhich is as closely positioned to the Bragg peak position as possible. Ideally, this
reference point would be the lesion itself.

In thismanuscript the location of the Bragg peakwas evaluated for simplicity reasons rather than other
characteristic points of the dose distributions like the 80% fall-off which is arguablymore commonly used to
define the range (Carabe et al 2012). However, using the presentedmethod, the dose distribution and the
corresponding Pδ(t), which is used for the evaluation process, isfixedwithin simulation (see figure 6). It is thus
straightforward to determine the position of other characteristic points like the 80% fall-off or even thewhole
dose distributionwithin the ultrasound image.However, itmust be emphasised, that the shape of the dose
distribution itself is not actuallymeasured but rather the a priori knowledge about the shape of the dose
distribution is used (in the template) to determine its position in the ultrasound image.

Although the used dose in this work of 1.2 Gy is lower than the typical dose administered in a treatment
fraction (2 Gy), further dose reduction is necessary. In state of the art proton therapy, it is commonpractice to
irradiate the tumour fromdifferent directions, whichmeans that it is conceivable that no single lateral pencil
beam contains the full dose of 2 Gy. A promising starting point for dose reductionwithout a reduction in signal
quality is the used hardware. This includes amplifiers, filters, data acquisition, but above all the used
hydrophone.
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In recent studies from2022 (Sueyasu et al2022) and 2023 (Caron et al2023), ionoacoustic signals could even be
measured fromsingle pulses using an optical hydrophone and/orpiezoelectric ones (OlympusV389-SU (Caron
et al 2023), OlympusV391-SU (Sueyasu et al 2022)). The comparabilitywith the cited studies is only valid to a
limited extent due todifferences in the experimental design. In particular, itmust bementioned that the studies
(Sueyasu et al 2022) and (Caron et al 2023)both use awater phantomanda substantially higher beamcurrent
(more than4-fold) than in this study. It has alreadybeen shown that a higher instantaneous beamcurrent
contributes to a higher SNRat the samenumber of protons or dose (Schauer et al 2022), respectively.Nevertheless,
the citedpapers suggest that theCetacean hydrophone used in this study is not ideal for thedetection of
ionoacoustic signals.While amore sensitive detectorwould reduce the dose required for the evaluation process,
this does not change themainpoints of thiswork, namely the determination of a robust point for the time-of-flight
extraction aswell as its calibration and the associated transfer into an ultrasound image.

In a 2021published studybyPatch et alusing the sameCIRS abdominal phantomanda combinationof four
transducers attached to anultrasonic probe, ionoacoustic signalsmeasured at a dose depositionof<0.5 Gy couldbe
used for the evaluationprocess (Patch et al2021). In theworkof Patch et al themeasured ionoacoustic signalswere
comparedwith acoustic signals simulated on thebasis of the treatment plan.Adeviationof theBraggpeakposition
fromthe treatment planwas assessedusing the timeofflight difference between the simulated and themeasured
signals.Compared toourwork, this comeswith thedisadvantage that the sensorposition as assumed in the
simulationshas tobe replicatedwithhigh accuracy in thephysical setup. In addition, this evaluationmethod requires
the speedof soundof thephantommaterials to be known. For theCIRS abdominal phantom, these are specifiedby
themanufacturer but it cannot be assumed that this also applies tohumanpatients. In contrast, the combinationof
thehydrophone and theultrasoundprobe as demonstrated in this studyworks independently of the speedof sound
as long as it is ensured that it is equal for bothdevices (i.e samemeasurementposition andnegligible dispersion
(Treeby et al2011).While the integrationof the timeofflight obtained froma ionoacousticmeasurement into an
ultrasound image is nonovelty in itself (Assmann et al2015,Patch et al2019), it has so far only beendemonstrated
using the same sensor for thedetectionof the ionoacousticmeasurements and the generationof theultrasound image
(Patch et al2019). Thismethod requires that the central frequencyof the sensors are suitedboth for thedetectionof
ionoacoustic signals andultrasound image generation. For clinical applications, this condition imposes limitationson
thequality of the ionoacoustic signal or theultrasound image since the central frequencyof the ionoacoustic signal for
clinical proton energies (300kHz–30 kHz for energies between50MeVand250MeV (Schauer et al2022))deviates
substantially from theoptimal frequency for ultrasound imaging (severalMHz). Thusone very important
component of thiswork is the combinationof the low-frequency ionoacoustic detectorwith thehigh-frequency
ultrasoundprobe via the calibrationusing theoptoacoustic setup.

Compared to other range verificationmethods the integrationwithin an image of the patients anatomy is a
major advantage while one limitation of ionoacoustics is the requirement of a pulsed beamwith a pulse duration
adapted to the energy (Schauer et al 2022). In contrast, range verification using prompt-gamma-emissions can
work independently of the underling pulse structure of the beam. Regarding a comparison of the precision of the
twomethods, a recent study using state of the art prompt-gamma-spectroscopy (Hueso-González et al 2018)
found a similar statistical uncertainty ofσ≈ 0.50mm for 12 independentmeasurements of the range error of
clinical proton beams in awater phantom. The range errorwas evaluated as the difference between the
measurement and the prediction obtained from the treatment plan. For the assessment of the range error, 14
independent pencil beams differing in lateral position and energywere combined in amerging region. As each
pencil beam at the distal end delivered approximately 1.2× 108 protons, the total number of protons
(approximately 1.7× 109) exceeded the number of protons used in this study (4.7× 108) by a factor of 3.5.

5. Conclusion

This paperhas demonstrated thepotential use of ionoacoustics as a range verificationmethod for protonor ionbeam
irradiation. It has been shownhowa timeofflight canbe robustly extracted fromthe ionoacoustic signal and
subsequently used tomeasure range variations or localise theBragg peak relative to the anatomyof the irradiated
abdominal phantombycombining the ionoacoustic signalwith amedical ultrasoundprobe. For this experiment,
clinically relevant irradiation conditionswereused in termsof energy (126MeVprotons) anddose (1.2 Gy). At this
dose, theusageof a correlationfilter enables anoise robust timeofflight determination fromthe ionoacoustic signals
with a statistical precisionofσ≈ 0.5mm.The systematic deviationbetween theBraggpeakpositionobtained from
the ionoacousticmeasurement and theone expected fromafinely tuned irradiationplanningprocess accounting for
a careful characterisationof the irradiatedmaterials is approximately 1mm.This high accuracyoffers the potential to
reduce the size of thePTVand thus increase sparingof healthy tissuedue to the smallermargins around theCTV in
the longitudinal direction.Critical organs behind the tumourmaybe sparedmore effectively,whichwould reduce
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side effects causedby irradiationof healthy tissue andpotentially enable the realisationofmorebeneficial irradiation
geometries,which are currently hinderedbecauseof the large rangeuncertainty.
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