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Abstract
Whilemortarmethods are undoubtedly among themost prominent and accurate
approaches in computational contact mechanics, they come with considerable
cost. The required numerical effort originates not only from the evaluation of
the mortar integrals but also from the solution of the system of linear equa-
tions within Newton-type solvers. While each of these cost factors has been
analyzed and addressed individually in the past, this contribution outlines
approaches and first results to comprehensively reduce the time to solution by
combining dynamic load balancing techniques with algebraic multigrid pre-
conditioners. We present a proof of concept for a three-dimensional unilateral
contact simulation with an evolving contact zone.

1 INTRODUCTION

For some time, mortar finite element methods (FEM) have been particularly popular in contact mechanics undergoing
large deformations [1–5], as they provide high accuracy and variational consistency. They have also been extended to
contact formulations using isogeometric analysis [6] or to various multiphysics phenomena [7, 8].
The numerical evaluation of themortar terms requires mesh projections and intersections to define integration cells for

the subsequent quadrature. Due to the locality and curse of dimensionality of the contact surface, the associated workload
is usually distributed to only a subset of available hardware units, unfortunately, such that special measures are necessary
to recover scalability of the contact evaluation on parallel computing clusters [9].
When using Lagrangemultipliers to enforce the contact constraints, the straightforward use of standard shape functions

results in a generalized saddle-point system, which can pose additional challenges for iterative linear solvers and their
preconditioners. To deal with this particular block structure of the linear system on unstructured finite element meshes,
we have recently proposed an algebraic multigrid (AMG) preconditioner for contact problems [10].
Despite their popularity, the efficiency of mortar-related computations in contact problems has only recently been

targeted and many opportunities for improvement remain. This paper will discuss possible computational savings
through the combined application of load-balancing strategies [9] and AMG preconditioners [10] for contact prob-
lems and will demonstrate a proof of concept, which hints at the design of extensive performance analysis in future
work.
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2 UNILATERAL CONTACT OF SOLID BODIES

2.1 Governing equations

For the sake of simplicity, we limit the presentation to a frictionless two-body contact problem with hyperelastic bod-
ies Ω(𝑖)

0
, 𝑖 ∈ {1, 2}, and the contact interface Γco = 𝜕Ω(1) ∩ 𝜕Ω(2). As usual, both bodies can be subject to Dirichlet and

Neumann boundary conditions on their boundariesΓ(𝑖)𝑢 andΓ(𝑖)𝜎 , respectively. Additionally, contact conditions are imposed
via the Hertz–Signorini–Moreau conditions for frictionless contact, reading

𝑔𝑛 ≥ 0, 𝑝𝑛 ≤ 0, 𝑔𝑛𝑝𝑛 = 0 on Γco, (1a)

𝐭𝜏 = 0 on Γco, (1b)

where the first inequality of (1a) acts on the gap function 𝑔𝑛 to ensure the nonpenetration of the bodies, the second inequal-
ity disallows adhesive stresses in the contact zone by restricting the contact pressure 𝑝𝑛 in the normal direction, and the
third expression, often called the complementarity condition, limits contact traction to states where the two bodies are in
actual contact. Condition (1b) enforces a frictionless response on the contact boundary by setting the tangential contact
traction 𝐭𝜏 to zero.
After introducing a Lagrange multiplier field 𝛌 to enforce the contact constraints, the virtual work is given as

−𝛿kin − 𝛿int,ext + ∫
Γ
(sl)
co

𝛌
(
𝐮(1) − 𝐮(2)

)
dA = 0, (2a)

∫
Γ
(sl)
co

(
𝛿𝛌(1) − 𝛿𝛌(2)

)
𝐠𝑛 ≥ 0, (2b)

where 𝛿kin and 𝛿int,ext denote the kinetic virtual work and the virtualwork of internal and external forces, respectively.
The integral in (2a) represents the virtual work 𝛿co of the contact forces, while (2b) resembles a variational inequality
formulation of the contact constraints.

2.2 Discretization

For spatial discretization of the solid bodies, we employ the FEM. A standard or dual mortar method is applied for dis-
cretization of the Lagrange multiplier field on the slave side of the contact interface. Then, the discretization of 𝛿co

results in the mortar integrals

−𝛿co ≈

𝑚(1)∑
𝑗=1

𝑛(1)∑
𝑘=1

𝛌T
𝑗

[
∫
Γsl
∗,h

𝛷𝑗𝑁
(1)

𝑘
dΓ

]
⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟

𝓓[𝑗,𝑘]

𝛿𝐮
(1)

𝑘
−

𝑚(1)∑
𝑗=1

𝑛(2)∑
𝓁=1

𝛌T
𝑗

[
∫
Γsl
∗,h

𝛷𝑗

(
𝑁
(2)

𝓁
◦𝜒h

)
dΓ

]
⏟⎴⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⎴⏟

𝓜[𝑗,𝓁]

𝛿𝐮
(2)

𝓁
, (3)

to be evaluated in each nonlinear iteration [2]. Thereby, 𝑁𝑗 and 𝛷𝑗 denote the shape function of the displacement and
Lagrangemultiplier field at node 𝑗, respectively. The number of solid nodes on the slave surface is denotedwith 𝑛(1), while
𝑚(1) slave nodes carry a Lagrange multiplier unknown. On the master side, 𝑛(2) denotes the number of solid nodes. To
deal with non-matching meshes, the discrete operator 𝜒 ∶ Γma

∗,h
→ Γsl

∗,h
maps data from the master side to the slave side of

the contact interface. As depicted in Figure 1, the evaluation of the integrals in (3) requires projecting and imprinting of
both surface meshes as well as subsequent quadrature, all together causing high numerical costs. The mortar matrices𝓓
and𝓜 are finally assembled from the nodal blocks𝓓[𝑗, 𝑘] and𝓜[𝑗, 𝓁], respectively.

2.3 Algebraic formulation of linear systems

In our work, the inherent nonlinearities of the underlying contact problem due to both the nonlinear behavior of the solid
bulk domains as well as nonlinearities arising from the contact constraints are simultaneously tackled via a semismooth
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F IGURE 1 Evaluation of mortar terms to be performed in every nonlinear iteration (adopted from [9]).

Newton scheme. After a consistent linearization of all contact-related terms [2], one can assemble the linearized system
to be solved in every nonlinear iteration.
When using the Lagrangemultipliermethod for constraint enforcement and allowing both standard or dual shape func-

tions for the discretization of the Lagrange multiplier field, the arising linear system exhibits saddle-point characteristics.
After all bulk and mortar terms have been evaluated and assembled, the resulting linear system reads [10]:

(4)

The dashed lines group all matrix blocks according to their physical meaning. The equations related to the balance
of linear momentum of both solid bodies are collected above the horizontal dashed line, while the contact constraints
are imposed via the three block rows below the horizontal dashed line. One can find matrices to be multiplied with the
solid’s displacement unknowns left of the vertical dashed line, while matrices to the right require multiplication with
the Lagrange multiplier unknowns. At first glance, the upper left block is built from the stiffness matrices of both solid
bodies, while a closer look reveals the presence of additional terms, for example, 𝐾, 𝐾 , 𝐾, and 𝐾, due to
linearizations of the solid residuals w.r.t. the Lagrange multiplier unknowns, which we will revisit later in Section 3.2 for
the setup of a multigrid preconditioner.
The specific block structure of the matrix in (4) and in particular its saddle-point characteristics prevent the application

of out-of-the-box preconditioners for iterative linear solvers. However, this block structure can be exploited in the design
of a physics-based AMG preconditioner, which will be sketched out in Section 3.2.

3 COMPUTATIONAL CHALLENGES

When going to large problems or very fine meshes, today’s simulation toolchains resort to parallel computing to distribute
the computational work to be executed in parallel on multiple computing cores. However, the evaluation of mortar inte-
grals (cf. Section 2.2) and the solution of the linear system of equations (cf. Section 2.3) pose additional challenges in a
parallel, distributed memory environment.

3.1 Scalable evaluation of mortar integrals through dynamic load balancing

Evaluating the mortar integrals from (3) on a distributed memory hardware needs to overcome two obstacles: To begin
with, since the interface information is distributed to multiple processes, contact search, mesh projection, and quadrature
might need access to data from another parallel process. While one could store all interface data redundantly on all

 16177061, 2023, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/pam

m
.202300157 by U

niversitat der B
undesw

ehr M
unchen, W

iley O
nline L

ibrary on [02/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



4 of 8

F IGURE 2 V-cycle of a three-level AMG hierarchy with transfer operators 𝑃𝓁+1→𝓁 and 𝑅𝓁→𝓁+1 and level smoothers 𝓁 for a 2 × 2 block
matrix arising in contact mechanics.

processes, we have proposed a geometrically motivated binning approach to determine the actual data to be ghosted,
which ensures availability of all necessary data while limiting the amount of data to be copied to other processes
[9]. Additionally, the contact interface is a (𝑑 − 1)-dimensional manifold in the case of a 𝑑-dimensional problem,
𝑑 ∈ {2, 3}. While a well-balanced distribution of the bulk mesh via overlapping domain decomposition (ODD) to all
available processes is standard in today’s FEM solvers, the interface may not adopt the bulk distribution in order to
avoid idling parallel processes. This curse of dimensionality can be overcome through an independent ODD of the
slave interface. Moreover, changes in the contact zone or contact topology affect the balance of the interface ODD,
possibly requiring multiple rebalancing steps throughout the course of a simulation. Therefore, we have recently
proposed a dynamic load-balancing strategy for contact problems, where a rebalancing of the interface ODD is triggered
dynamically as soon as an unacceptable imbalance among all participating processes has been detected [9]. At its core,
the imbalance of the computational work among all participating parallel processes is measured. Since application
engineers are interested in running their simulations as fast as possible, a practically meaningful and also straightfor-
ward to implement quantity for the imbalance is the time 𝑡eval,𝑝 spent in the mortar evaluation on process 𝑝. If the
ratio 𝜂t of the measured imbalance between the “slowest” and “fastest” process exceeds a user-prescribed tolerance 𝜂t,
reading

𝜂t =
max𝑝

(
𝑡eval,𝑝

)
min𝑝

(
𝑡eval,𝑝

) > 𝜂t,

the simulation triggers a rebalancing of the interface ODD dynamically at run time. Ultimately, this approach enables
weak and strong scalability of the mortar evaluation and, thus, optimal use of all available hardware resources as shown
in [9].

3.2 Scalable iterative solvers through AMG preconditioning

When solving large systems of linear equations 𝐴𝑥 = 𝑏 (such as in (4))—for example in the context of a semismooth
Newton scheme to solve nonlinear contact problems—preconditioned Krylov solvers with multigrid preconditioning are
among the most efficient solution methods (cf. [11]).
Multigrid methods use a hierarchy of coarse representations of the original fine-level problem and reconstruct the fine-

level solution 𝑥 from information from coarser levels (cf. Figure 2). Due to their flexibility to work with matrices arising
from unstructured meshes, we employ aggregation-based AMG methods, which form coarse representations in a purely
algebraic fashion based on the fine-level matrix 𝐴0.
However, AMG cannot be applied out-of-the-box to the linear system in (4) due to the particular block structure of

the matrix. Furthermore, classical block relaxation strategies, for example, block Gauss–Seidel, are inadmissible. In this
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contribution, we follow our prior work [10] and carry the saddle-point characteristics of (4) through all levels of an AMG
hierarchy. In order to make the AMG coarse grid correction as meaningful as possible, it must respect the underlying
mechanics of contact, where both bodies can slide along each other along the contact interface. Relying on the greedy
aggregation algorithms in Trilinos/MueLu [12], we need to filter the matrix to drop entries in the matrix graph that link
the slave andmaster body in order to avoid aggregates that glue both bodies together onmultigrid levels 𝓁 > 0. The filtered
matrix reads

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐾11
𝐾1 𝟢 𝟢 𝟢 𝟢 𝟢

𝐾1
𝐾 □ □ 𝟢 −𝖬𝑇 −𝖬𝑇

𝟢 □ 𝐾 𝐾 𝐾2
𝖣𝑇 𝖣𝑇

𝟢 □ 𝐾 𝐾 𝐾2
𝖣𝑇 𝖣𝑇

𝟢 𝟢 𝐾2 𝐾2 𝐾22
𝟢 𝟢

𝟢 𝟢 𝟢 𝟢 𝟢 𝖨 𝟢

𝟢 𝖭 𝖭 𝖭 𝟢 𝟢 𝟢

𝟢 𝟢 𝖥 𝖥 𝟢 𝟢 𝖳

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Δ𝐝1

Δ𝐝
Δ𝐝
Δ𝐝
Δ𝐝2

Δ𝜆
Δ𝜆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐫1

𝐫
𝐫
𝐫
𝐫2

𝐫𝜆
𝐫
𝜆,𝑛

𝐫
𝜆,𝜏


⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (5)

where we have marked dropped blocks by squares. Then, we need to define aggregates of the Lagrange multiplier
unknowns. Due to the saddle-point characteristics, the bottom right block in the matrix cannot be used as input to the
aggregation process, but we rather construct aggregates for the Lagrange multipliers that match those of the underly-
ing slave body along the contact interface. Through segregated transfer operators, we can preserve the matrix structure
throughout all multigrid levels. For smoothing, we resort to a SIMPLE-type block smoother, originally proposed in the
context of fluid dynamics [13].

3.2.1 A holistic approach to reducing the time to solution

In our prior work [9, 10], we have addressed the computational efficiency of mortar-based contact problems by trying to
isolate individual aspects of the numerical effort through the approaches outlined in the previous Sections 3.1 and 3.2.
While each approach individually enables parallel scalability for a part of a contact simulation, optimal performance can
only be achieved through the combination and simultaneous application of both approaches. Challenges arise from the
changes in the ODD due to dynamic load balancing, which requires to carefully track and update the parallel data layout
of the contact interface for the AMG preconditioner.
While we believe that such a combined approach ultimately will be key to reduce the total time to solution, we are

currently working on enabling the simultaneous use of dynamic load balancing and AMG preconditioning for contact
problems with the long-term goal of reducing the total time to solution.

4 NUMERICAL EXAMPLE

As a proof of concept, we study the rolling motion of a cylinder on a flat table, mimicking technical systems such as
tire/road contact or cylindrical roller bearings. Due to the rolling motion, the contact zone changes constantly and moves
along the circumference of the cylinder. Without loss of generality, we assume frictionless contact.
The motion of the cylinder is imposed via a Dirichlet boundary condition on the inner surface of the hollow cylinder.

Both bodies are modeled with a compressible Neo-Hooke material with Young’s modulus 𝐸 = 1, Poisson’s ratio 𝜈 = 0.3,
and density 𝜌 = 10−6. We use purely displacement-based first-order hexahedral finite elements to discretize the solid
domain, resulting in approximately 27 000 primal degrees of freedom (DOF). The outer surface of the hollow cylinder is
chosen as the slave side Γsl

∗,h
of the contact interface, while the top surface of the block takes the role of the master surface.

Implicit time integration is performed with the generalized-𝛼method [14] with a spectral radius 𝜌∞ = 0.8 and a time step
size of Δ𝑡 = 0.02.
The simulation starts with a gap 𝑔𝑛 > 0 between the slave and master interface. Then, the cylinder is pushed onto

the initially flat table and, after contact has been established, the rotating motion is prescribed on the inner side of the
cylinder. The cylinder executes at least a half rotation to ensure a significant change in the contact zone and demonstrate

 16177061, 2023, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/pam

m
.202300157 by U

niversitat der B
undesw

ehr M
unchen, W

iley O
nline L

ibrary on [02/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6 of 8

F IGURE 3 Visualization of the distribution of MPI ranks of the bulk and interface discretization.

the dynamic load-balancing methods from Section 3.1. The parallel redistribution of the contact interface is triggered, if
the threshold 𝜂t = 1.8 for the imbalance in evaluation time is exceeded.
The stopping criteria for the nonlinear solverwithin each time step is reached, if the length-scaled 2-normof the residual

of both the primal and the dual variable fulfills‖‖‖𝐫𝑢𝑖 ‖‖‖2√
𝑛dof𝑢

≤ 10−6 ∧

‖‖‖𝐫𝝀𝑖 ‖‖‖2√
𝑛dof
𝜆

≤ 10−6 (6)

in nonlinear iteration step 𝑖, where 𝑛dof𝑢 and 𝑛dof
𝜆

denote the number of displacement and Lagrange multiplier unknowns.
Within each nonlinear step 𝑖, the linear system is solved in saddle-point form with a preconditioned GMRES solver [15].
The convergence criterion for the iterative linear system is chosen as‖‖‖𝐫𝑘‖‖‖2‖𝐫0‖2 ≤ 10−6 (7)

for the full residual vector 𝐫𝑘
𝑇
=
[
𝐫𝑢, 𝐫𝝀

]
in the linear iteration step 𝑘. Here, the subscript 𝑖 for the nonlinear Newton

iteration has been dropped.
The GMRES solver is preconditioned with the AMG preconditioner outlined in Section 3.2. The segregated transfer

operators use smoothed-aggregation AMG for the solid DOFs and plain-aggregation AMG for the Lagrange multiplier
unknowns. As a level smoother for the block matrix, we apply a single sweep of CheapSIMPLECwith a damping parame-
ter𝜔S = 0.8, which internally applies three iterations of a damped symmetricGauss–Seidel (𝜔 = 0.8) to both the prediction
and the correction step. The same level smoother layout is used on all levels except the coarsest, for which a distributed-
memory sparse direct solver is applied. Even though the problem size does not necessarily require a three-level V-cycle
multigrid design, we deliberately set the minimum number of multigrid levels to three to demonstrate the framework’s
support of a true multigrid preconditioner.
Using the message passing interface (MPI) to address parallelism in the distributed memory paradigm, Figure 3 shows

the time course of the deformation of the system as well as the distribution of the ODD of the bulk and interface domains
for the case of 6 MPI ranks. While the initial interface ODD is adopted from the ODD of the underlying bulk field (cf.
Figure 3A), the onset of contact triggers a first rebalancing of the interfaceODD to distribute thework ofmortar evaluation
to all available MPI ranks (cf. Figure 3B). The recurring rebalancing due to the rolling motion becomes obvious from
Figure 3C to Figure 3D.
A representative time step is chosen to showcase the performance of the preconditioned GMRES solver within each

semismooth Newton iteration. Table 1 exemplarily shows the number of linear iterations needed for each of the three
nonlinear iterations until convergence in time step 500. The number of nonlinear iterations throughout the simulation
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TABLE 1 Number of GMRES iterations in each nonlinear iteration of time
step 500 (𝑡 = 10.0; see Figure 3C).

Number of nonlinear iteration Number of GMRES iterations

1 10
2 12
3 10

stays smaller than five, with the GMRES solver continuously converging within a maximum of 14 iterations. The AMG
preconditioner constructs three levels, with 29 085 rows on the fine level, 2424 rows on level 1, and 162 rows on the coarse
level for the third nonlinear iteration in time step 500, for example.

5 CONCLUDING REMARKS

In this contribution, we have outlined computational challenges of computational contact mechanics on parallel comput-
ing clusters.While the twomost pressing bottlenecks—evaluation ofmortar terms and solution of the linear system—have
already been addressed individually [9, 10], we nowdemonstrate the possibility of their combined applicationwith the goal
of an overall speed-up of the computation. A proof of concept shows the ability to apply both approaches simultaneously,
yet a detailed performance analysis of the combined approach is left for future work.
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