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I

Abstract

The present work addresses the secondary debris from concrete slabs subjected to contact

detonations. The analysis is based on a series of experimental tests using a newly

developed test setup. This test setup allows a detailed analysis of the protective side of

the concrete slab regarding the spatial velocity distribution of the secondary debris and

the preceding fragmentation of the concrete.

The variables of the test series are the thickness of the concrete slab, the steel fiber

content and the mass of the explosive charge. The influence of the geometry of the

explosive charge on the resulting load is determined using numerical simulations and

taken into account in the experimental evaluations.

Both, the spatial velocity distribution of the secondary debris and the geometry of the

spalling crater are approximated by rotationally symmetric descriptions to derive the

kinetic energy of the secondary debris. The derived kinetic energy of the secondary

debris is then used for a quantitative evaluation of steel fibers in the concrete.

In addition, numerical simulations are performed using two well-established material

models to investigate their ability to simulate the resulting secondary debris. The most

critical factors are determined to be the direction of the plastic flow and the fracture

energy of the concrete at high strain rates.

In the last chapter, the impact of the secondary debris on people is analyzed using a

demonstrator that has been developed based on the experimental findings.





III

Kurzfassung

Die vorliegende Arbeit befasst sich mit den sekundären Bruchstücken von Betonplat-

ten, die einer Kontaktdetonation ausgesetzt sind. Die Analyse basiert auf einer Reihe

von experimentellen Versuchen unter Verwendung eines neu entwickelten Versuchsauf-

baus. Dieser Versuchsaufbau ermöglicht eine detaillierte Analyse der Schutzseite der

Betonplatte hinsichtlich der räumlichen Geschwindigkeitsverteilung der sekundären Be-

tonbruchstücke und der vorausgehenden Fragmentierung.

Die Variablen der Versuchsreihe sind die Dicke der Betonplatte, der Stahlfasergehalt

und die Masse der Sprengladung. Der Einfluss der Sprengladungsgeometrie auf die re-

sultierende Beanspruchung wird mittels numerischer Simulationen ermittelt und in den

experimentellen Auswertungen berücksichtigt.

Sowohl die räumliche Geschwindigkeitsverteilung der sekundären Betonbruchstücke als

auch die Geometrie des Abplatzkraters werden durch rotationssymmetrische Beschrei-

bungen approximiert, um die kinetische Energie der sekundären Betonbruchstücke ab-

zuleiten. Die kinetische Energie der sekundären Betonbruchstücke wird dann für eine

quantitative Bewertung der Stahlfasern im Beton verwendet.

Zusätzlich werden numerische Simulationen mit zwei etablierten Materialmodellen durch-

geführt, um deren Eignung für die Simulation von sekundären Betonbruchstücken zu

untersuchen. Die kritischsten Faktoren sind dabei die plastische Fließrichtung und die

Bruchenergie des Betons bei hohen Verzerrungsraten.

Im letzten Kapitel werden die Auswirkungen der sekundären Betonbruchstücke auf Per-

sonen anhand eines Demonstrators untersucht, der auf der Grundlage der experimentel-

len Ergebnisse entwickelt wurde.
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1. Introduction

1.1. Motivation

Although the total number of terrorist attacks has mostly decreased in the recent years

[IEP, 2023], their public awareness has increased significantly. This is largely due to the

ongoing crises, their unpredictable nature, and the extensive media coverage of attacks

[Karlos and Larcher, 2020]. As a result, there is a growing need for countermeasures to

protect people and critical infrastructure from explosive attacks.

In the past, the focus of explosive attacks on buildings has been on the lower floors,

where large quantities of explosives can be transported in a vehicle. The primary coun-

termeasure to this threat is hardening of structures and adding perimeter controls to

create distance between the explosive attack and the target building.

Due to developments in the field of unmanned aircraft systems (UAS), commonly referred

to as drones, UAS are becoming commercially available at a relatively low purchase cost

and are capable of carrying significant amounts of explosives over long distances [Karlos

and Larcher, 2023]. This completely changes the scenario of an attack, as explosives

can now be transported to locations on higher floors of a building that were previously

considered safe. It also allows the explosives to be transported much closer to the

target, since the airspace around a building in an urban environment is difficult to

control. As a result, attacks become more focused on a specific area of a building and

can cause significant damage with smaller amounts of explosives than those transported

in a vehicle.

Another scenario results from the densification of urban spaces. This leads to much

shorter distances between production facilities and offices or living spaces, which in

some cases may even be located in the same building. As a consequence, an explosion

caused by a malfunctioning machine can also become a threat for people in surrounding
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spaces that are not directly connected to the location of the original accident.

Both of these scenarios result in an explosive loading in close proximity to, or even

in contact with, a concrete structure. In contrast to an explosion far away from a

structure, the loading is much more localized and the resulting damage depends on the

direct interaction of the blast wave with the material rather than on global parameters

such as support conditions.

This localized interaction of the explosion with a concrete structure can result in con-

crete fragments being propelled away from the structure on the supposedly protected

side, where they become a threat for people or technical installations. As the concrete

fragments originate from the loaded structure and not from the explosive or its casing,

they are referred to as secondary debris. Figure 1.1 shows an example of the secondary

debris being propelled away on the protective side of a concrete slab loaded by a contact

detonation.

Figure 1.1.: Secondary debris on the protective side of a concrete slab loaded by a contact
detonation

1.2. State of the art

In the case of a contact detonation, the shock wave is transmitted directly from the

explosive charge into the loaded structure, where it induces an expanding shock wave

[Tu et al., 2019]. During the propagation, the total energy of the shock wave spreads



1.2. State of the art 3

over the continuously expanding shock wave (divergence) [McVay, 1988]. The work done

by the shock wave on the material converts the induced energy into forms of energy

associated with heat, pore crushing and the generation of cracks (attenuation) [Meyers,

1994].

Both, the divergence of the shock wave and its interaction with the material change the

shape and magnitude of the shock wave as it propagates through the concrete [McVay,

1988]. As long as the pressure exceeds the dynamic compressive strength of the material,

the concrete is crushed and a crushing crater is formed [Gebbeken and Krauthammer,

2013].

When the shock wave reaches the opposite side of the concrete structure, it is reflected

at this free surface. Due to the large impedance difference between the concrete and

the surrounding air, the compressive shock wave is converted to a tensile wave during

the reflection. The reflected tensile wave is initially superimposed on the remaining

portion of the incoming compressive shock wave. If the resulting stress is greater than

the dynamic tensile strength of the material, tensile cracks occur [McVay, 1988].

These tensile cracks result in fragmentation of the concrete on the protective side of

the concrete structure, referred to as spalling. Because spalling results from a region

of tensile failure on the protective side of a concrete slab, it can also occur without

a complete breach of the concrete slab. In contrast to spalling, scabbing describes the

ejection of concrete from the same side of the structure from which it was loaded [McVay,

1988].

The resulting secondary debris (spalled concrete fragments) has a momentum caused by

the impulse of the shock wave trapped between the free surface of the concrete structure

and the tensile cracks, minus the impulse of the resisting forces of the concrete [McVay,

1988], described by the fracture energy. The secondary debris poses a hazard on the

protective side of a concrete structure, since it can harm people or damage technical

installations.

Figure 1.2 shows a schematic depiction of two concrete slabs after being loaded by a

contact detonation. The left figure shows the situation without a breach and the right

figure shows the situation with a breach. The crushing crater is the region of mainly

compressive failure and the spalling crater results mainly from tensile failure. The breach

is the location of the narrowest opening, and represents the geometric transition between
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the crushing crater and the spalling crater.

explosive

spalling crater

crushing crater

secondary debris

explosive

spalling crater

crushing crater

breach

secondary debris

Figure 1.2.: Damaged areas without breach (left) and with breach (right)

Table 1.1 lists experimental test series with contact detonations on concrete slabs in

chronological order. Some test series without contact detonations are included in the

list because they provide information on the velocity of the secondary debris. Although

this list does not claim to be complete, it is considered to be a good representation of

tests that are publicly available in the literature.

Since experimental testing is expensive, many of the test series listed use a scaled test

setup with reduced dimensions of the concrete slabs to reduce costs and make the test

specimens easier to handle. Although the explosive mass can be scaled to some ex-

tent, strain rate effects and the porous mesoscopic structure of the concrete cannot be

adequately accounted for by this scaling.

An important consequence of this scaling is that only few test series include tests in which

the concrete slab is not breached by the detonation [Morishita et al., 2000], [Landmann,

2001], [Beppu et al., 2010], [Yamaguchi et al., 2011], [Dua and Braimah, 2020], which

allows the different failure mechanisms (compressive and tensile) to be studied separately.

Most experimental test series focus on the damage of the concrete slab, which is evaluated

in terms of the dimensions of the crushing crater, the breach and the spalling crater.

Only a few authors provide information on the fragmentation and the velocity of the

secondary debris.

HS recordings from the protective side of the concrete slab were performed by [van

Amelsfort and Weerheijm, 1988] and [Lönnqvist, 1993] in order to determine the aver-

age velocity of the secondary debris. Using a ballistic pendulum, [van Amelsfort and

Weerheijm, 1988] also make statements about the impact of the secondary debris based

on experimental tests. The maximum velocity of the secondary debris was determined

by [McVay, 1988] using HS recording. Since the quality of the HS recordings in these

series of tests was not as advanced as it is today, it was not possible to measure the
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Table 1.1.: Selected experimental test series from the literature

Reference Number
of Tests

Location of
Detonation

Expl. mass
(Type)

Thickness of
concrete slab

Material

[McVay, 1988] 40 contact, near-
and far-field

0.5–13.2 kg
(C4)

13.7–28.5 cm NSC, HSC
SFR-NSC

[van Amelsfort and Weer-
heijm, 1988]

64 contact 0.07–0.17 kg
(PETN)

6 cm NSC

[Lönnqvist, 1993] 28 contact 0.01–1.0 kg (scaled)
5.0 kg (full scale)
(NSP 71)

4–7 cm (scaled)
32 cm (full scale)

NSC

[Morishita et al., 2000] 40 contact and
near-field

0.11–0.44 kg
(Pentolite)

10 cm NSC

[Landmann, 2001] 18 contact 0.35–0.85 kg
(PETN1.5)

20–45 cm NSC

[Herrmann, 2002] 5 contact 0.6–3.3 kg (scaled)
(TNT+COMP B)

25–50 cm NSC (no reinf.)

[Rickman et al., 2007] 4 contact 0.55–6.2 kg
(C4)

20 cm NSC

[Beppu et al., 2010] 14 contact 0.05 kg
(C4)

8 cm NSC
+FRP Laminate

[Yamaguchi et al., 2011] 13 contact 0.1–0.2 kg
(Penthrite)

5–10 cm NSC,PFR-NSC

[Li et al., 2015] 2 contact 1.0 kg
(not specified)

10 cm NSC, UHPC

[Li et al., 2016] 7 contact 0.1–1.0 kg
(TNT)

10–15 cm NSC, UHPC

[Bewick, 2017] 6 shock tube - 5 cm NSC (no reinf.)

[Luccioni et al., 2018] 15 contact and
near-field

0.05–0.49 kg
(TNT equiv.)

5 cm HSC

[Remennikov et al., 2018] 3 contact 0.15–0.25 kg
(COMP B)

10 cm NSC, HSC

[Dua and Braimah, 2020] 5 contact 0.5 kg
(TNT)

7.5–20 cm NSC

[Shi et al., 2020] 5 near-field 2.0–6.0 kg
(TNT)

12 cm NSC

[Grisaro et al., 2021] 6 near-field 2.0 kg
(TNT)

15 cm HSC, SFR-HSC

NSC: normal strength conrete, HSC: high strength concrete, UHPC: ultra high performance concrete, SFR: steel fiber
reinforced, FRP: fiber reinforced polymer, PFR: Polyethylen fiber reinforcement
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velocity of the secondary debris in more detail.

An alternative approach was employed by [Landmann, 2001], who evaluated the velocity

of the secondary debris from projectile motion and the location of the secondary debris

fragments on the ground after the detonation test.

A series of tests in which the velocity of the secondary debris was determined in more

detail using HS recordings was conducted by [Bewick, 2017]. The tests involved 5 cm

thick unreinforced concrete slabs that were loaded by a shock tube. The experimental

setup of [Bewick, 2017] inspired the setup for the tests in the present work.

Two more recent series of tests with near-field detonations, that provide information on

the velocity of the secondary debris were performed by [Shi et al., 2020] and [Grisaro

et al., 2021]. The HS recordings in these tests were heavily disturbed by the effects of the

explosion (light and dust), such that only the maximum velocity [Shi et al., 2020] and

the average velocity [Grisaro et al., 2021] of the secondary debris could be determined.

Nevertheless, [Grisaro et al., 2021] also includes some estimates about the impact of the

secondary debris on people on the protective side of the concrete slab.

The experimental tests are usually accompanied by numerical simulations with the aim to

achieve a good agreement between the experimental test and the numerical simulations.

Calibrated numerical simulations can help to gain a better insight into the occurring

processes, allowing the evaluation of parameters that cannot be directly measured in

experimental tests. Due to their implementation in the hydrocode LS-Dyna, the most

commonly used plasticity based material models for this purpose are the Karagozian &

Case model (KCC) [Crawford et al., 2012], the Riedel, Hiermaier, and Thoma model

(RHT) [Grunwald et al., 2017], and the Continous Surface Cap Model (CSCM) [Murray,

2007].

An example for the simulation of a contact detonation using the CSCM model can

be found in [Dua and Braimah, 2020], who calibrates the numerical simulations on

experimental tests with plain and reinforced concrete slabs with thicknesses of 10 cm

and 20 cm loaded with 500 g of TNT. The calibrated numerical simulations are then

used for a parametric study regarding the influences of the explosive mass, the concrete

slab thickness, the concrete strength and the reinforcement ratio.

Probably the most commonly used model for the simulation of contact detonations on

concrete slabs using different types of concrete is the KCC model. [Li et al., 2015]
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use the KCC model to simulate contact detonations on concrete slabs made of ultra

high performance concrete (UHPC) and compare them to the same setup with normal

strength concrete. [Zhao et al., 2019] perform simulations of concrete slabs that have

been reinforced with steel plates attached with shear studs, while [Wang et al., 2021]

investigate the influence of a polymer coating on the concrete slab. Simulations of

contact detonations on concrete slabs using modified versions of the KCC model can be

found in [Hong et al., 2017], [Wang et al., 2021].

In the case of the RHT model, there are quite a few simulations of concrete slabs loaded

by near-field detonations [Riedel et al., 2010], [Wang et al., 2013], [Wu et al., 2020], but

very few with contact detonations [Luccioni et al., 2018], [Esteban and Gebbeken, 2017].

A comparison of the RHT model for the simulation of a contact detonation with the

Hartmann, Pietzsch Gebbeken model (HPG) [Hartmann et al., 2010] can be found in

[Esteban and Gebbeken, 2017].

The HPG model is not as widely used in the research community because it is not readily

implemented in any of the commercial hydrocodes. Nevertheless, different versions of

this model are used, in the works of [Greulich, 2004] and [Hartmann, 2009]. A notable

difference is that the simulations using the HPG model do not rely on an erosion criterion

to predict the damage to the concrete slab, while this is the case in most simulations of

contact detonations using other material models.

The focus of most publications on the simulation of contact detonations is the resulting

damage to the concrete slab. The only cases where the author could find statements

on the fragmentation and velocity of the secondary debris from contact detonations are

[Zhou and Hao, 2009] and [Greulich, 2004]. [Zhou and Hao, 2009] performs 2D simu-

lations of the concrete at the mesoscopic scale, including the individual aggregates, to

analyze the fracture mechanism and the velocity of the secondary debris. However, there

were no experimental results available to validate the simulations performed. [Greulich,

2004] shows an evaluation of the velocity distribution of the secondary debris from the

numerical simulations, but only roughly compares it with the experimental results of

[Landmann, 2001], who gives a velocity for the secondary debris in the range from

6 m s−1 to 50 m s−1.

Consequently, a detailed analysis of the velocity of secondary debris based on experi-

mental tests is required to better understand the underlying processes and to validate

the existing material models in more detail.
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1.3. Objective and structure of this work

To the author’s knowledge, there is no comprehensive description of the velocity of the

secondary debris from a concrete slab due to a contact detonation. Therefore, the main

objective of this work is to experimentally determine the velocity distribution of the

secondary debris in order to gain a better understanding of the underlying mechanisms

and to make predictions about the impact on the protective side.

After this introduction, chapter 2 gives an overview of the fundamentals of the formation,

propagation and reflection of shock waves, which are necessary to describe the damage

of the concrete slab. This is followed by a description of the main principles of the

equations of state and strength models used for the simulation of solids in hydrocodes.

Chapter 3 addresses the loading from a contact detonation based on numerical simula-

tions. In a first step, a convergence study is performed to determine the necessary mesh

size for a correct simulation of the detonation. This is followed by an evaluation of the

influence of the different length to diameter ratios of the cylindrical explosive charges

used in the series of tests presented in chapter 4.

After a description of the experimental setup and the measurements performed, the

damage to the concrete slab is documented in chapter 4. The focus is on the dimensions

of the spalling crater, since it is the most important damaged region for the resulting

secondary debris. For this purpose, a rotationally symmetric description of the spalling

crater is derived from the 3D scans to allow a better comparison of different tests.

In addition, a tracking algorithm is developed and applied to the acquired HS recordings

to determine the velocity and trajectory of the secondary debris. For further evaluation,

the velocity distribution in the radial direction is approximated by an enveloping curve

and validated based on the fracture pattern of the spalling crater and the DIC mea-

surements performed. Based on the rotationally symmetric descriptions of the spalling

crater and the velocity distribution, the kinetic energy of the secondary debris is derived.

The kinetic energy is then used to quantitatively evaluate the influence of steel fibers in

the concrete on the secondary debris.

Chapter 5 provides a comparison of two well-established material models (KCC and

RHT) with respect to their ability to represent the behavior of a concrete slab loaded

by a contact detonation. First, these material models are calibrated to give a similar
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description of the concrete. The most important parameter in this context is the fracture

energy, since it describes the resistance of the concrete, which is decisive for the velocity

of the secondary debris. The calibrated material models are then used to simulate

two characteristic experimental test constellations representing the situations with and

without a breach in the concrete slab. The comparison of the two material models is

used to evaluate the different influences of the fracture energy, the porosity and the

direction of plastic flow, but also the influence of erosion on the simulation of a contact

detonation.

Based on the experimental findings, chapter 6 presents a demonstrator that allows pre-

dictions of the impact of the secondary debris on people on the protective side of concrete

slabs. For this purpose, existing models for the description of a lethal impact of flying

debris on a person are compared in detail.





2. Theoretical principles

2.1. Fundamentals on blast

An explosion is defined as the sudden release of energy in a very short time. The source

of the energy is not important in this context and can result from chemical or nuclear

reactions as well as from the rapid combustion of dust in confined spaces or under high

pressure, e.g. in a tank.

Depending on the speed u at which the reaction propagates relative to the speed of

sound c of the propellant, the explosion is called a deflagration (u < c) or a detonation

(u ≥ c). The main difference between this and other exothermic processes is not the

total amount of energy released, but the fact that the release of energy occurs within an

extremely short period of time in the order of 109 W cm−2 [Meyers, 1994].

The information about an applied load propagates through a medium in the form of

waves at their respective speed of sound. In quasi-static processes, the velocity of the

loading is significantly smaller than the speed of sound of the medium. Therefore, the

material response is not determined by a single wave passage, but by the final state that

occurs after multiple reflections at different surfaces.

When the duration of the load application is in the order of magnitude of the sound

velocity of the respective medium or occurs in the form of shock waves, the final state

is no longer sufficient to describe the behavior of the material. As a result, the different

waves and their interaction with the material during the propagation must be considered.

Different types of loading can be classified according to the so-called strain rate, which

is defined as the change in strain over time ε̇ = dε/dt. Figure 2.1 shows different types

of loading and their associated range of strain rates.

The strain rate in concrete directly behind a contact detonation is in the order of 104 s−1



12 2. Theoretical principles

10−8 10−6 10−4 10−2 100 102 104 106 108

creep and shrinkage

quasi static

structural dynamics

blast and impact

detonations

astro physics

ε̇ [s−1]

Figure 2.1.: Different load types and associated strain rates [Gebbeken et al., 2013]

[Tu et al., 2022] and significantly exceeds the sound velocity of concrete in the order of

103 m s−1. Therefore, the interaction of the occurring waves with the concrete must be

considered in detail.

The loading of a structure by an explosion depends on the mass of the explosive charge

and its distance from the loaded structure. In this context, it is common to classify

detonations as either near-field detonations or far-field detonations, since the resulting

response of the structure varies significantly between the two cases. An empirical quan-

tity used to distinguish between near-field detonations and far-field detonations is the

scaled distance Z:

Z = R ·W−1/3 (2.1)

Where R is the shortest distance between the center of the explosive charge and the

surface of the loaded structure in m and W is the TNT-equivalent mass of the respective

explosive in kg. Detonations with Z ≤ 0.5 m kg−1/3 are defined as near-field detonations,

and detonations with Z > 0.5 m kg−1/3 are defined as far-field detonations [Gebbeken

et al., 2012]. Some authors extend the definition of the near field to an ”extreme” near

field for Z ≤ 0.5 m kg−1/3 and a ”late” near field for 0.5< Z ≤ 2 m kg−1/3 [Barr et al.,

2023].

The cubic relationship reflects the fact that the energy of an undisturbed detonation

propagates approximately spherically in space. Thus, the resulting pressure decreases

continuously in proportion to the increasing surface area of the propagating shock wave.

Consequently, the most effective measure to minimize the effects of a detonation is to

increase the distance.
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In a far-field detonation, the shock wave initially propagates through the air and the

resulting load can be assumed to act uniformly over the relevant surface of a structure.

The response of the loaded structure is then dominated by global parameters such as

the static system and support conditions.

In near-field detonations, the load on the structure from the detonation becomes more

localized with decreasing distance. As a result, the structural response does not occur

in the form of global bending and shear failure, but local material failure due to the

introduced pressure waves and reflected tensile waves is the governing factor. Global

influences, such as the support conditions, play only a minor role.

A contact detonation is a special case of a near-field detonation where the explosive is

in direct contact with the surface of the loaded structure. Therefore, the shock wave

is transmitted directly from the explosive charge into the loaded structure without first

propagating through the air and the structural response is extremely localized.

2.2. Waves in solids

The following section provides an overview of the formation, propagation, interaction,

and reflection of shock waves. These fundamentals are necessary to describe the damage

mechanisms inside of the concrete as result of a contact detonation. For more detailed

information, the reader is referred to the literature such as [Meyers, 1994], [Hiermaier,

2008] and [Forbes, 2012].

When a load is applied to a structure, the information about that load is not immediately

available throughout the whole structure. Rather, it is first transmitted by waves with a

propagation velocity c, starting from the location of the load application to the different

locations within the structure. At the atomistic level, these waves can be thought of

as a sequence of collisions between neighboring atoms/particles. The velocity of the

individual oscillating atoms/particles, and thus the velocity of the associated mass, is

called the particle velocity up.

The occurring wave types can be classified according to their propagation velocity c and

the direction of the associated oscillation of the individual particles with velocity up:

� The type of wave with the highest propagation velocity is the longitudinal wave.
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Longitudinal waves are characterized by an oscillation of the individual particles

in parallel to the propagation direction of the wave propagation. The oscillation of

the particles relative to each other results in local density and pressure changes in

the material, which are a necessary condition for the formation of shock waves. If

the directions of the wave propagation and the particle oscillation have the same

sign, the wave is referred to as a compressive wave. Conversely, if the sign is

opposite, the wave is referred to as a tensile wave.

� Another type of wave that propagates at a slower velocity is the transversal wave.

In a transversal wave, the individual particles oscillate perpendicular to the di-

rection of wave propagation. Unlike the longitudinal wave, there is no change in

the density of the medium. Consequently, shock waves cannot occur because they

are the result of different propagation velocities of the different parts of a wave at

different pressures interacting with each other.

� Another type of wave is the surface or Rayleigh wave, which propagates along the

surface of the respective medium. The particles move along elliptical paths, and

the oscillation decays rapidly. The Rayleigh wave velocity provides the theoretical

maximum velocity for crack propagation.

2.2.1. Formation of shock waves

At high stresses, solid materials lose most of their deviatoric strength and behave like

fluids under hydrostatic pressure. As a result, the deviatoric stress components can

initially be neglected and the material response is described in terms of the hydrostatic

pressure. The point at which this behavior becomes relevant is called the Hugoniot

Elastic Limit (HEL). The HEL represents the dynamic yield strength of the material

beyond which the material begins to deform plastically.

The propagation velocity c of hydrodynamic compressive waves in materials can be

described as the derivative of the pressure p with respect to the density ρ.

c2 =
dp

dρ
(2.2)



2.2. Waves in solids 15

Intuitively, this relation can be explained by the fact that at higher pressures, and thus

higher densities, the individual particles of the medium move closer together, allowing

the information about an applied load to propagate more quickly in the form of waves.

Figure 2.2 shows qualitatively the nonlinear compression curve of an elastic-plastic ma-

terial (left). This curve is also called Hugoniot and shows the pressure p as a function

on the specific volume V = ρ−1 of the material, with its slope proportional to the

propagation velocity according to equation (2.2). Figure 2.2 (right) shows the resulting

formation of a shock front.

p

V = 1/ρ

Rayleigh line

HEL

Hugoniot

x

ca
pa

pb
cb > ca

us

phel cel cel

−(ρhel us)
2

−(ρa ca)2

−(ρb cb)2

−(ρ0 cel)
2

Figure 2.2.: Hugoniot and Rayleigh line (left) and resulting formation of a shock wave
(right)

As long as the hydrostatic pressure is in the region below the Hugoniot elastic limit

(HEL), only elastic waves with a constant velocity cel occur.

Once the HEL is exceeded, the slope of the Hugoniot decreases and plastic wave compo-

nents occur. According to equation (2.2), the propagation velocity of the longitudinal

waves is proportional to the slope of the Hugoniot . Consequently the plastic wave com-

ponents initially have a lower propagation velocity than the elastic wave components

(cpl < cel) resulting in a dispersion of the wave.

As the pressure increases, the slope of the Hugoniot, and therefore the plastic wave

velocity, increases steadily. As a result, the slower moving plastic wave components

at lower pressures are caught up by subsequent faster wave components with greater

amplitude. This leads to an increasingly steep front of the resulting wave called a shock

front. As long as the propagation velocity of the shock front is slower than the elastic
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wave velocity, the shock front is preceded by an elastic precursor.

Accordingly, a concave shape with d2p/dV 2 > 0 as well as a negative slope dp/dV < 0

of the Hugoniot are necessary conditions for the formation of a shock front.

At the shock front propagating with a velocity us, the change of pressure p, density

ρ, specific internal energy e and particle velocity up does not occur continuously along

the Hugoniot, but abruptly. Figure 2.3 shows the situation at the shock front for the

one-dimensional case with the corresponding parameters of the undisturbed case (e0, ρ0,

p0, up,0) and the situation after passage of the shock front (e, ρ, p, up). For the following

derivation, the particle velocity in front of the shock front is assumed to be zero up,0 = 0.

us

e0, ρ0, p0e, ρ, p

compressed region
(us - up) dt

up up,0 = 0

Figure 2.3.: Change of state of the material at the shock front

The processes at the shock front can be described by the conservation equations for

mass, momentum and energy, also called Rankine-Hugoniot equations. For the one-

dimensional case these equations can be derived as:

Mass: ρ− ρ0 = ρ
up
us

(2.3)

Momentum: p− p0 = ρ0 us up (2.4)

Energy: e− e0 =
p+ p0

2
(

1

ρ0

− 1

ρ
) (2.5)

The resulting Hugoniot is defined as the locations of all possible states that can be

reached after the passage of a shock wave. These locations are not reached by following

the path of the Hugoniot, but occur by a discontinuous jump along the so-called Rayleigh

line shown in figure 2.2. When plotted in the p−V space, the Rayleigh line is a straight
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line.

Solving equation (2.3) by up and substituting into equation (2.4) together with the

definition of the specific volume V = ρ−1 gives the slope of the Rayleigh line:

− (ρ0 us)
2 =

p− p0

V − V0

(2.6)

As long as the slope of the Rayleigh line is smaller than that of the elastic part of the

Hugoniot, the shock front has an elastic precursor with faster propagation velocity. This

elastic precursor increases the pressure in front of the shock front to that of the HEL.

Consequently the reference state 0 in equation (2.6) becomes the HEL.

As soon as the slope of the Rayleigh line is steeper than the elastic part of the Hugoniot,

the elastic wave parts are overtaken by the following plastic wave parts and a completely

vertical shock front without elastic precursor is established.

From the three conservation equations (2.3) - (2.5) there are five variable parameters:

pressure p, particle velocity up, shock velocity us, density ρ and specific internal energy e.

Consequently, an additional equation is needed to solve the resulting system of equations

in dependence on one of the parameters.

For this purpose, pairs of particle velocity up and shock velocity us for a material at

different pressures are measured experimentally and usually approximated by a linear

relation of the following form:

us = c0 + S up (2.7)

Where c0 is the bulk sound speed of the material at zero pressure and S the slope of the

us-up-relation.

Figure 2.4 shows experimentally measured us-up pairs for normal strength concrete from

different authors including fitted linear polynomials according to equation (2.7) for three

different regions.

Based on figure 2.4 three different regions of the us-up relation can be identified.

Initially, the shock velocity decreases rapidly up to a particle velocity of about 100 m s−1.
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Figure 2.4.: us-up relation from the literature including fitted linear polynomials

Then the concrete begins to compact by a crushing of its porous structure. This results

in an increasing shock velocity up to a particle velocity of about 500 m s−1 [Neel, 2018],

[Hall et al., 1999]. The behavior in this region is heavily depended on the porosity of

the concrete. Due to its lower porosity high strength concrete shows a smaller decrease

of the shock velocity in this region [Neel, 2018].

In the third region, the concrete is fully compacted and the properties of the matrix

material dominate the behavior. Differences between concretes with different static

compressive strength and density become negligible in this region [Neel, 2018].

The linear relation between the shock velocity and the particle velocity according to

equation (2.7) can be used to solve the Rankine-Hugoniot equations for the conservation

of mass (2.3), momentum (2.4) and energy (2.5). To describe the material behavior under

explosive loading, the third region of the fully compacted matrix material is usually used

for the us-up relation. The pressure ph and the energy eh behind the shock front (hugoniot

state) can then be formulated as a function of the density ρ:

ph = p0 + c2
0 ρ0

η

(1− Sη)2
(2.8)

eh = e0 +
η

ρ0

p− η2 c2
0

2 (1− S η)2
(2.9)

with η = 1− ρ0

ρ
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2.2.2. Attenuation of shock waves

A complete shock wave consists of the shock front, a flat top and a release part. As long

as the velocity of the shock front is smaller than the elastic wave speed it is preceded

by an elastic precursor. Figure 2.5 shows the idealized shape of a shock wave during its

propagation.

c+ up

cel cel cel

us
us us

c+ up c+ up

p

x

shock front

release part

t1 t2 > t1 t3 > t2

elastic precursor

Figure 2.5.: Attenuation of a shock wave as consequence of the release part

The shock front travels at a constant velocity us depending on its maximum pressure

(slope of the Rayleigh line). The flat top occurs only in impact situations and depends on

the duration of the load, dictated by the size of the impactor. In the case of a detonation,

this region can be described by a reaction zone that converts the solid explosive into

gaseous detonation products (ZND model [Forbes, 2012]).

The reaction zone of a detonation does not have a constant pressure, but starts with the

von Neumann spike at the front of the chemical reaction and ends with the Chapman-

Jouget pressure when the reaction is complete. For practical applications, this very

narrow reaction zone is often neglected and the pressure at the front of the shock wave

is assumed to be the Chapman-Jouget pressure.

At the Chapman-Jouget pressure, the propagation velocity of the shock front reaches

the sound velocity of the gaseous product from the explosive plus the associated particle

velocityD = ccj+up,cj. Therefore, the Chapman-Jouget pressure is a necessary condition

to generate a stable propagation of a shock front from an explosive.

The following release wave has a propagation velocity c + up, which depends on the

respective pressure. As can be seen from the slope of the Hugoniot and the Rayleigh

line in figure 2.2, the propagation velocity of the release wave is faster than that of

the shock front. However, as long as the shock wave propagates in the explosive at a

velocity that correlates with the Chapman-Jouget pressure, the energy of the chemical
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reaction will drive the shock front and prevent the release portion from catching up and

attenuating the peak pressure.

As soon as the shock front propagates outside of the driving explosive or at a peak

pressure below the Chapman-Jouget pressure, the release part overtakes the preceding

shock front and continuously reduces the peak pressure back to the surrounding ambient

pressure (see figure 2.5).

2.2.3. Reflection and interaction of shock waves

The influence of reflections at the interface/boundary between different media plays an

important role in the propagation of shock waves. Since there is a change in the equation

of state at the interface between different media, the associated parameters of pressure

and particle velocity must also change. According to the continuity principle, both the

particle velocity and the resulting pressure must be equal on both sides of the interface.

The resulting reflection of the shock wave can be described in terms of the shock

impedance, which is defined as the product of the density ρ and the shock propaga-

tion velocity us of a material. Broadly speaking, the transmission of a shock wave from

one medium to another medium with a higher impedance results in a higher pressure

and particle velocity on both sides of the interface. The transmission of a shock wave

from one medium to a medium with lower impedance results in a lower pressure and

particle velocity on both sides of the interface.

The decisive quantity in this context is initially not the pressure, but the particle ve-

locity, which in turn corresponds to an associated pressure. Thus, for example, the

superposition of two equal pressure waves does not lead to a doubling of the pressure,

but to a doubling of the particle velocity with the associated higher pressure [Meyers,

1994].

Figure 2.6 qualitatively shows the sequence of events during the interaction of the shock

wave from an explosive with a concrete slab.

The explosive changes from a solid state to a gaseous state during the detonation. There-

fore, the impedance of the gaseous state is the relevant parameter to describe the in-

teraction with the concrete at the interface. Since the impedance of the gaseous state

of the explosive is usually lower than the impedance of the concrete, this leads to a
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Figure 2.6.: Interaction of the shock wave from an explosive with the concrete slab (gray)

higher pressure at both sides of the interface. This is achieved by a superposition of the

reflected portion of the shock wave with the remaining incoming shock wave, while a

shock wave with the same higher pressure is transmitted into the concrete.

The transmitted portion of the shock wave then propagates through the concrete while

its peak pressure continuously decreases due to the interaction with the surrounding

material and the absence of a propellant.

When the shock wave reaches the protective surface of the concrete slab, it is reflected

again. Since the impedance of the surrounding air is much smaller than that of the

concrete, this reflection can be treated analogous to the reflection of a shock wave at the

interface to a medium with zero impedance (free surface).

During this reflection at the free surface, the pressure on both sides must be zero.

Therefore, the reflected part of the incoming shock wave must cancel out the remaining

incoming parts of the shock wave. This results in a particle velocity at the reflecting

surface that is approximately twice that of the incoming shock wave. Since the re-

flected part of the shock wave propagates in the opposite direction to the motion of the

individual particles, it creates a tensile stress in the material.

After the reflection, the reflected tensile wave is initially superimposed on the remaining

incoming compressive wave. As soon as the amplitude of the reflected tensile wave

is greater than that of the incoming compressive wave, a tensile stress occurs in the

concrete. Since tensile waves do not have a concave pressure-density relation they cannot

form a shock front and exhibit a dispersive behavior.

Figure 2.7 qualitatively shows the sequence of events during the reflection of the shock
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wave at the protective surface of a concrete slab.

p

x

t1 t2 > t1 t3 > t2

Figure 2.7.: Reflection of the shock wave at the protective surface of the concrete slab
(gray)

2.3. Equation of state

In the following section, the necessary theory to describe the hydrostatic behavior of the

concrete is given. For this purpose, the presented equations are oriented on the material

model by the Riedel, Hiermaier and Thoma (RHT) [Grunwald et al., 2017], which is

also used for the derivation of the equation of state (EOS) in chapter 5.

2.3.1. Mie-Grüneisen theory

The Hugoniot state given by equations (2.8) and (2.9) describes only the state directly

behind a shock front and not the whole spectrum of possible states of the material. To

derive a complete equation of state, an additional assumption is necessary. For this

purpose, the Mie-Grüneisen [Grüneisen, 1912] theory can be used, which describes the

macroscopic behavior of a solid by the interaction of its different atoms. Based on the

associated assumptions, the complete equation of state is derived from a reference state

given by the Hugoniot state ph and the associated energy difference together with the

Grüneisen parameter Γ.

p = ph +
Γ

V
(e− eh) (2.10)
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Where the Mie-Grüneisen parameter Γ represents the change in pressure p with the

internal energy e for a given volume V . According to [Meyers, 1994], a good approxima-

tion of the Grüneisen parameter Γ for a material at zero pressure can be obtained from

the slope S of the us-up-relation:

Γ ∼= 2S − 1 (2.11)

Figure 2.8 shows an example of a nonlinear equation of state based on the Mie-Grüneisen

theory (2.10) including the shocked states along the Hugoniot curve calculated by the

Rankine-Hugoniot equations (2.8) and (2.9).

Hugoniot

e

p

Figure 2.8.: Non linear equation of state based on the Mie-Grüneisen theory including
the shocked states along the Hugoniot curve

2.3.2. Porosity of concrete

Concrete is a porous material, and its macroscopic behavior is strongly dependent on

the underlying mesoscopic scale. Figure 2.9 shows the characteristic compaction curve

(Hugoniot) of concrete that consist of the shocked states of a full equation of state.
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Figure 2.9.: Compaction curve of porous concrete according to p− α−EOS

The behavior of a porous material such as concrete can be divided into three distinct

regions. First, there is a region of predominantly elastic deformation below the pressure

at the Hugoniot elastic limit (pel).

This is followed by a region of initially lower stiffness than the elastic part, called the

compaction phase. In this region, the stiffness of the material continuously increases as

the pressure increases. During this process, the concrete undergoes irreversible plastic

deformation, mainly in the form of stability failure of the regions between the individual

pores and a resulting compaction of the material.

The third region is reached after the pores in the concrete are fully compacted at the

compaction pressure pc. The material behavior in this region can be described by the

EOS of the compacted material without pores and the parameters from the associated

us-up-relation (compacted/third region in figure 2.4).

A model to describe the phenomenological behavior during the compaction phase is

the p-α equation of state introduced by [Herrmann, 1969]. The idea is to describe the

hydrostatic behavior of the concrete based on the equation of state of the compacted

matrix material with density ρc,0 and relate it to the porous material with density ρ

through the porosity value α.

p =
1

α
f(ρ α, e) (2.12)
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Where the porosity α is defined as the ratio between the density of the compacted matrix

material without pores at zero pressure ρc,0 and the current density of the porous material

ρ.

α =
ρc,0
ρ

(2.13)

In equation (2.12) the function f(ρ α, e) can be given by any equation of state for a solid

material like for example that given by equation (2.10). The factor α−1 is an extension

of the p-α equation by [Carroll and Holt, 1972] to average the pressure in the compacted

matrix material over the total porous volume [Hiermaier, 2008].

To describe the porosity as a function of the pressure, [Butcher and Karnes, 1969] derived

a relation originally used to describe porous iron:

α = 1 + (αhel − 1)

(
pc − p
pc − phel

)n
(2.14)

This equation fulfills the necessary criteria, that α = αhel at the Hugoniot elastic limit,

α = 1 at the compaction pressure pc and dα
dp
< 0 in between. The exponent n can be

used to calibrate the curvature for different materials based on experimental data.

The Equations (2.12) and (2.14) must then be solved iteratively to describe the hydro-

static behavior of the material.

2.3.3. Polynomial description

The description of the EOS as implemented in the RHT model is based on a polynomial

description of the Hugoniot depending on the ratio between the current density ρ and

the density of the compacted matrix material ρc,0 at zero pressure.

p = A1µ+ A2µ
2 + A3µ

3 + (B0 +B1µ)ρc,0e µ ≥ 0 (2.15)

p = T1µ+ T2µ
2 +B0ρc,0e µ < 0 (2.16)

(2.17)
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with:

µ =
ρ

ρc,0
− 1 (2.18)

By comparing the polynomial EOS in equation (2.15) with the Hugoniot state in equa-

tions (2.8) and (2.9) the parametersAi of the polynomial EOS for the compacted material

can be approximated according to [Riedel, 2000] by:

A1 = ρ0 c
2
B,c (2.19)

A2 = A1(1 + S(S − 1)) (2.20)

A3 = A1(2(S − 1) + 3(S − 1)2) (2.21)

Where ρ0 is the density of the porous concrete, cB,c is the bulk velocity of the compacted

concrete at zero pressure and S the associated slope of the us-up-relation.

Since the Hugoniot state in equations (2.8) and (2.9) is derived from the conditions at

the shock front, it is only valid for positive hydrostatic pressure. In the case of negative

hydrostatic tensile states, this derivation is not relevant since no shock waves can occur.

Consequently, the EOS for tensile states in equation (2.15) (µ < 0) is not based on the

same derivation, but has to be calibrated on experimental tests. If no other data is

available, the linear parameter is usually set analogue to the compressive value T1 = A1

and the quadratic parameter is T2 = 0.

Since cB,c and S are derived from the part of the us-up-relation describing the compacted

concrete, the resulting equation of state also describes the associated material behavior.

The compaction path of the porous concrete between the Hugoniot elastic limit pel and

the compaction pressure pc is then derived from the EOS of the compacted material

according to equation 2.12 based on the porosity α.

2.4. Strength model

The remainder of the description of the material with plasticity models is based on the

separated description of hydrostatic and deviatoric parts of the stress tensor. While the
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hydrostatic behavior of the material is described by the EOS, the deviatoric material

behavior is given by a strength model. This strength model describes the homogenized

material behavior of concrete on the macroscopic scale.

After a brief introduction to some theoretical background of the principal stress space,

the following section describes the most important points for the description of concrete

behavior with the plasticity models used for the numerical simulations in this work.

2.4.1. Principal stress space and invariants

In the three-dimensional space the stress state in a point can be described using the

Chauchy stress tensor, which is a symmetric tensor of second order in Cartesian co-

ordinates. As mentioned, the basis for the description of the material behavior in the

context with hydrocodes is the separation of the Cauchy stress tensor σij in a hydrostatic

part p δij described by the equation of state and a deviatoric part sij described by the

strength model.

σij = sij − δijp (2.22)

In this Einsteins summation convention is used to describe summation over repeated

indices and δij is the Kronecker delta. The negative sign for the hydrostatic parts is

owed to the general agreement, that compressive stresses are defined as negative while

hydrostatic compression p is defined as positive.

The Cauchy stress tensor can be transformed into the principal stress space where all

shear stresses vanish. The stress state is then described by the stresses in the three

principal directions ni satisfying the condition:

σijnj = λni (2.23)

(σij − λδij)nj = 0 (2.24)

Where λni are the components of the stress tensor parallel to the normal vectors in the

principal directions ni = δijnj. Equation (2.24) is a homogeneous system of equations
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which has a non trivial solution for nj 6= 0 if the determinant of the coefficients vanishes.

By solving for the determinant, the characteristic polynomial is obtained:

det(σij − λδij) = λ3 − I1λ
2 + I2λ− I3 = 0 (2.25)

with:

I1 = σii = σ1 + σ2 + σ3 (2.26)

I2 =
1

2
(σiiσjj − σijσji) = σ1σ2 + σ2σ3 + σ3σ1 (2.27)

I3 = det(σij) = σ1σ2σ3 (2.28)

The characteristic polynomial in equation (2.25) has three roots, namely the eigenvalues

λi of the stress tensor, which can be identified as the principal stresses σi. For the

description of the strength surfaces theses principal stresses are sorted in descending

order as σ1 ≥ σ2 ≥ σ3. The coefficients I1, I2, I3 can be derived from the principal

stresses and are independent of the orientation of the coordinate system. Therefore,

they are called invariants of the stress tensor.

The invariants of the deviatoric stress tensor can be calculated accordingly in arbitrary

direction sij and in principal directions si. By definition the first invariant of the devi-

atoric stress tensor is equal to zero.

J1 = sii = 0 (2.29)

J2 =
1

2
sijsji =

1

2
tr(s2) =

1

2
(s2

1 + s2
2 + s2

3) (2.30)

J3 =
1

3
sijsjkski =

1

3
tr(s3) = s1s2s3 (2.31)

An illustrative representation of stress states in the principal stress space (σ1, σ2, σ3)

can be given by the Haigh-Westergaard coordinates (ξ, ρ, θ). The Haigh-Westergaard

coordinates specify different stress states by cylindrical coordinates as a function on

the invariants of the stress tensor (I1, J2, J3). The main diagonal of the principal stress

space with σ1 = σ2 = σ3 gives the hydrostatic axis with pressure p = −1
3
I1. Associated

deviatoric stress states are located on deviatoric planes perpendicular to this hydrostatic
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axis with a distance ξ from the origin of the principal stress space.

ξ =
I1√

3
(2.32)

The position on the deviatoric plane is given by the distance from the hydrostatic axis ρ

and the angle θ. The distance from the hydrostatic axis is also called deviatoric length,

and can be described in dependence on the second invariant by:

ρ =
√

2J2 (2.33)

The angle θ, also called Lode angle, includes varying behavior in compression and tension

and can be described in dependence on the third invariant as:

cos(3θ) =
J3

2

(
3

J2

)3/2

(2.34)

An angle θ = 0 describes deviatoric tension, an angle θ = π/3 deviatoric compression

and an angle θ = π/6 describes a state of pure shear. For isotropic materials, this

pattern is repeated over the entire circumference of the circle.

A three-dimensional depiction of the Haigh-Westergaard coordinates (ξ, ρ, θ) for a stress

state Q in the principal stress space is illustrated in figure 2.10. The associated pressure

at the point P is located in the deviatoric plane, which is perpendicular to the hydrostatic

axis (σ1 = σ2 = σ3). The distance of this surface to the origin along the hydrostatic

axis is given by the first Haigh-Westergaard coordinate ξ. The second and third Haigh-

Westergaard coordinates ρ and θ then describe the length and direction of the vector PQ

inside of the deviatoric plane. Planes which are perpendicular to the deviatoric planes

along the hydrostatic axis are called meridian planes.

2.4.2. Characteristics of deviatoric concrete behavior

In order to describe the macroscopic behavior of concrete, it is important to also con-

sider the highly inhomogeneous mesoscopic structure of the concrete. This mesoscopic

structure consists of the porous mortar, coarser aggregates and an interfacial transition
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2 < 0

3 < 0

1 < 0

P

Q

Figure 2.10.: 3-dimensional depiction of the Haigh-Westergaard coordinates (ξ, ρ, θ) for
a stress State Q in the principal stress space

zone (ITZ) in between. In general, the ITZ is the weakest link in the mesoscopic struc-

ture of the concrete and cracks propagate mainly in the mortar along the surfaces of the

individual aggregates [van Mier, 1984].

As the contained aggregates are usually much stiffer than the surrounding mortar, com-

pressive loading leads to an inhomogeneous stress distribution in the concrete. Therefore,

concrete under uni-axial compressive loading will fail primarily due to internal lateral

tension in the mortar between the individual aggregates [Häussler-Combe, 2022].

Under hydrostatic confining pressure concrete can withstand much higher loads than

in the purely uni-axial case. Although the concrete is compacted due to hydrostatic

loading (section 2.3), the lateral confinement supports the granular structure of the

concrete leading to a higher load bearing capacity. This effect influences the maximum

strength of the concrete as well as the residual strength of the compacted concrete after

failure. Figure 2.11 show qualitatively the compressive stress-strain relation of concrete

for different confining pressures.

Below the elastic limit of the concrete, the stress increases almost linearly with the

strain, which is uniformly distributed throughout the material. As the stress approaches

the maximum strength of the concrete, the behavior becomes highly non-linear and
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fc(p0 = 0) 

fc(p1 > p0) 

fc(p2 > p1) 

Figure 2.11.: Compressive stress strain relation of concrete for different confining pres-
sures

microcracks start to form, resulting in a decreasing stiffness of the material (hardening).

This effect is much more pronounced in the case of compressive loading.

Once the maximum strength has been reached, the formation of the microcracks man-

ifests itself in a continuous reduction in material strength as the strain increases (soft-

ening). Under a sustained tensile load, the strain localizes itself in the form of a crack

that separates the material.

Figure 2.12 qualitatively shows the tensile stress-strain relation of concrete for uni-axial

tensile loading. For tensile loading there is no remaining strength due to hydrostatic

confinement.

ft

t u

Figure 2.12.: Uni-axial tensile stress strain relation of concrete
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2.4.3. Strength surfaces

Plasticity models describe the phenomenological behavior of materials on the macro-

scopic scale as an isotropic material. Effects at the mesoscopic and microscopic scales

are not directly considered, but only the resulting behavior of the homogenized material.

This is done on the basis of limiting strength surfaces in the principal stress space.

Typically, these surfaces are the elastic limit (Ye), the maximum strength (Ym), and the

residual strength after failure (Yr). The basis for these surfaces is usually given by the

compressive meridian of the respective surface. A qualitative example of the compressive

meridians for the different surfaces is given in figure 2.13 (left).

Ye

Ym

Yr

0°

30°

60°

90°
120°

150°

180°

210°

240°

270°
300°

330°

Tension

Compression

Shearp0
p1 > p0

Figure 2.13.: Strength surfaces: compressive meridians (left) and deviatoric plane (right)

The compressive meridians start at the point of hydrostatic tensile failure (Ym, Ye) or at

zero (Yr) and increase continuously with increasing pressure, following a concave shape.

Failure from purely hydrostatic compressive loading is initially not described by the

strength model. Some models add a cap to the elastic limit (Ye), which limits the elastic

material behavior in the direction of hydrostatic pressure.

The tensile and shear meridians are then derived from the compressive meridian using

the third invariant of the deviatoric stress tensor J3. In both material models used

in this work, the resulting shape of the strength surface in the deviatoric plane is de-

scribed by the Willam and Warnke formulation [Willam, K.J. and Warnke, E.P., 1974]

in equation (2.35).



2.4. Strength model 33

ρ(θ,Q) =
2(1−Q2) cos θ + (2Q− 1)[4(1−Q2) cos2 θ + 5Q2 − 4Q]1/2

4(1−Q2) cos2 θ + (1− 2Q)2
(2.35)

Here, Q is a parameter that changes the shape of the surface from a Rankine triangle

at Q = 0.5 to a Drucker-Prager circle at Q = 1. For concrete, the shape of the strength

surfaces in the deviatoric plane is approximately triangular at low pressure (brittle ma-

terial behavior) and approaches a circle with increasing hydrostatic pressure (ductile

material behavior). Figure 2.13 (right) shows a qualitative example of a deviatoric

plane according to Willam and Warnke for two different pressures.

The Willam and Warnke formulation has a continuous curvature around the entire cir-

cumference without sharp edges. This is advantageous in avoiding numerical problems

because the direction of the plastic flow typically depends on the normal vector of the

yield surface (associativity), which is not unique in the case of a discontinuous shape of

the strength surface.

2.4.4. Plastic flow

To describe the associated deformation, the tensor of the deviatoric strain increment dε

is decomposed in an elastic part dεe and a plastic part εp:

dε = dεe + dεp (2.36)

In case of a isotropic material the elastic part can be described by a linear elastic material

law (e.g.Hook’s law) that links the elastic strains to the associated stresses in dependence

on the bulk modulus K and the shear modulus G.

Once the elastic limit is reached, the material starts to deform plastically and the plastic

strain increment needs an additional assumption referred to as the plastic flow rule.

Mathematically the flow rule of a plastic strain increment dλ is defined to be in the

direction normal to a plastic potential f(σ).

dεp = dλ
∂f

∂σ
(2.37)
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If the plastic potential f is given by the current yield surface Y , the flow rule is called

associative because it is directly associated with the current yield surface. Conse-

quently, any flow rule that is not perpendicular to the current yield surface is called

non-associative. Figure 2.14 qualitatively shows a yield surface with vectors indicating

the direction of associative and non-associative plastic flow rules.

associative flow rule

non-associative flow rule

ξ

ρ
Y

Figure 2.14.: Current yield surface with associative and non-associative flow rule

If the vector of the plastic strain increment has a component in the hydrostatic direc-

tion, this leads to a volume change due to a plastic strain increment from deviatoric

stresses, also called shear dilatation. Graphically, this volume change can be explained

by the fact, that the granular mesoscopic structure of the concrete is pushed apart by

shear deformations, resulting in an increase in volume. Figure 2.15 shows a graphi-

cal representation of shear dilatation due to the granular mesoscopic structure of the

concrete.

Figure 2.15.: Graphical representation of shear dilatation
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2.4.5. Fracture energy and regularization

Most cracks in normal strength concrete propagate through the mortar matrix and

along the mortar-aggregate interface [van Mier, 1984]. This leads to a distribution of

the associated strain over a region called the fracture process zone. For a description of

the material behavior the microcracks are assumed to be uniformly distributed over the

fracture process zone (FPZ). Due to the heterogeneity of the concrete and the size of the

included aggregate da, the FPZ of concrete extends over a much larger region than, for

example, in metals. According to [Bažant and Oh, 1983], the size of the fracture process

zone lc for concrete can be estimated to be about lc = 3 da.

In practical applications, strain cannot be measured directly, but is always a relative

displacement of different points with respect to a reference length that depends on

the measurement method. This does not have a big influence in case of purely elastic

deformations with a strain that is uniformly distributed over the tested specimen. But,

as soon as the material gets close to the maximum strength, the strain starts to localize

in an increasingly smaller region. Therefore, a constant measurement length will result

in a smaller strain although the total displacement is the same [Chen and Han, 1988].

In numerical simulations, the reference length for the calculation of the strain is given

by the characteristic length of the elements. In case of solid elements this characteristic

length le is defined as a function of its volume le = V 1/3. This predefined reference

length can lead to a non-objective behavior in numerical simulations, since the size of

the spatial discretization strongly influences the resulting strains [Bažant and Oh, 1983].

Plasticity models are based on the assumption, that the stress and strain can be averaged

over a representative volume. However, this also implies, that the inhomogeneities of

the material are much smaller than this representative volume. Therefore, the size of

the FPZ lc is considered to be the minimum acceptable size of the spatial discretizations

in numerical simulations when modeling the material with homogeneous models [Bažant

and Oh, 1983]. For a smaller spatial discretization, the assumption of a homogeneous

distribution of stress and strain is not valid anymore, since the influence of the mesoscopic

structure starts to dominate the resulting behavior.

This correlation between the heterogeneity of the concrete and a minimal spatial dis-

cretization is a challenge for numerical simulations of contact detonations, since a spatial

discretization well below the size of the FPZ is required to accurately describe the propa-
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gating shock waves within the material [Khoe and Weerheijm, 2012]. A possible solution

for this is to model the mesoscopic structure of the concrete including the individual ag-

gregates [Riedel, 2000], [Hartmann, 2009], [Zhou and Hao, 2009], [Grunwald, 2023].

While this is feasible for small structures and simplified 2D simulations, simulations of

larger structures still have to rely on a homogeneous description of the material due to

the immense computational requirements [Häussler-Combe, 2022].

A simple method to minimize the non-objectivity of the numerical simulations with

respect to the element size is a regularization scheme based on the fracture energy of the

concrete (Crack Band Model). For this, the area under the softening part of the tensile

stress-strain relation is calibrated to the fracture energy of the concrete Gf with a size

of the FPZ lc equal to the characteristic size of the spatial discretization (lc = le).

Gf = lc

∫ εu

εt

σdε (2.38)

A graphical representation of this correlation can be found in figure 2.16

ft

t u

Gf /lc

Figure 2.16.: Empirical tensile stress-strain-relation for concrete [Hordijk, 1991] and cor-
relation with fracture energy

The parameters of the material model are then calibrated so that each element with a

characteristic size le dissipates the total fracture energy Gf . However, this also implies

that each element contains the entire fracture process zone. While this is true for element

sizes larger than the FPZ (le ≥ lc), the regularization overestimates the fracture energy
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of a structure discretized by an element size smaller than the FPZ (le < lc), since several

elements span the FPZ [Khoe and Weerheijm, 2012].

Another possibility is to reduce the fracture energy of the individual elements so that

several elements spanning the FPZ sum up to the total fracture energy. However, this

can lead to localization of the strain in a single element (failure of the weakest link) and

consequently an underestimation of the total fracture energy.

2.4.6. Influence of the strain rate

Concrete, like many other materials that exhibit damage and fracture, shows an increase

in strength, stiffness, fracture energy and ductility at high strain rates. In the case of

concrete, this increase occurs much earlier than in other materials such as ceramics and

metals. The main reasons for this, according to [Weerheijm and Vegt, 2010], are the

comparatively low quasi-static tensile strength of the concrete and its coarse heterogene-

ity at the mesoscopic scale. As a consequence, the failure process is dominated by the

mesoscopic structure with aggregates in the order of 10 mm.

While the increase in the fracture energy, ductility and stiffness are still part of the on-

going discussion, the effect on the strength of the concrete is widely accepted. However,

the reasons for this increase in strength and whether it is a true material property or

due to structural effects such as inertia and triaxiality is not fully understood [Xu and

Wen, 2013].

Ozbolt [Ožbolt and Riedel, 2013] lists three different effects that influence the time

dependent behavior of concrete. These are the influence of inertia at the microcrack

level, a viscous behavior of the matrix material between the cracks, and inertia effects

on a structural level. While the first two effects prevail at low and medium loading

rates up to about 1 s−1, the third effect is dominant at higher loading rates. Therefore,

different parts of the strength increase have to be included in the constitutive law based

on the numerical simulation performed. While in implicit simulations the full effect has

to be included, in explicit simulations the inertia effects can already be partially taken

into account by the numerical model depending on the discretized scale.

Based on experimental results and additional numerical simulations, [Li et al., 2009] con-

cludes that the increase in compressive strength at high strain rates derived from Split
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Hopkinson Pressure Bar (SHPB) tests is significantly overestimated. This is due to

lateral inertia effects resulting from the influence of Poisson’s ratio on the axial acceler-

ation, leading to a lateral confinement. This lateral confinement increases the measured

axial material strength and therefore leads to an incorrect interpretation of the strength

increase. Nevertheless, according to [Lu and Li, 2011] and [Xu and Wen, 2013] the

strength increase due to lateral confinement is only relevant in case of the compressive

strength.

The tensile strength increase is mainly attributed to the inertia of microcracks in be-

tween the aggregates. Therefore, in the context of plasticity models that describe the

concrete as homogenized on the macroscopic scale, the strength increase in tension can

be considered a material property.

For implementation in a constitutive law, the strength increase is usually given by a

dynamic increase factor (DIF).

DIF =
fdyn
fqs

(2.39)

Where the DIF is a dimensionless factor relating the dynamic strength of the concrete

fdyn to the quasi-static strength of the concrete fqs.

Figure 2.17 shows the apparent strength increase of the concrete in compression and

tension with increasing strain rate. The gray dots mark measurements from different

authors that have been collected by [Xu and Wen, 2013]. The large scatter of the data,

especially for compressive loading, is due to the fact that the tests were performed by

many different authors using different test setups and a variety of concrete mixtures and

strengths. The lines show empirically fitted curves from different authors for concrete

with a mean compressive strength of 43 MPa.

The increase in strength is much more pronounced in the case of the tensile strength.

While the measured compressive strength shows a maximum increase by a factor of

about DIF = 2 at a strain rate of 102 s−1 the tensile strength is increased by a factor

of about DIF = 8 at the same strain rate. Measurements for strain rates higher than

103 s−1 are not available in the literature and extrapolations are merely assumptions.

According to [Riedel, 2000] the increase of the tensile strength is limited to a factor of

DIFt = 8 at a strain rate of 104 s−1 for practical applications in the SHB bar (tensile
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[Xu and Wen, 2013]

[fib, 2013]

[Greulich, 2004]

[Xu and Wen, 2013]

[Xu and Wen, 2013]

[fib, 2013]
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[Xu and Wen, 2013]

[Malvar and Crawford, 1998]

Figure 2.17.: Apparent Dynamic Increase Factor (DIF) for the strength of concrete in
compression (left) and tension (right)

configuration). This is due to the assumption that at higher strain rates the incident

compressive wave would already destroy the concrete before it can be reflected, resulting

in a tensile stress.





3. Numerical simulation of contact

detonations

In contrast to far-field detonations, the pressure wave from a contact detonation does

not first propagate through the air, but is transmitted directly from the explosive charge

into the loaded structure. As a result, the pressure and strain rate in a loaded structure

are much higher than in far-field detonations and the resulting structural response is

dominated by local material failure rather than global parameters, such as support

conditions.

For far-field detonations, there are established methods for determining the required

blast parameters, such as the semi-empirical method of [Kingery and Bulmash, 1984].

[Kingery and Bulmash, 1984] classify the propagation of the shock wave as either spher-

ical, for cases where the shock wave can propagate freely in all directions, or hemispher-

ical, for cases where the propagating shock wave is influenced by reflections on a surface

in contact with the explosive charge. In addition, the method of [Kingery and Bulmash,

1984] assumes a spherical shaped explosive charge that is ignited at its center. This

assumption is valid for far-field detonations, since the shock waves of differently shaped

explosive charges approach those of spherical charges during their propagation [Xiao

et al., 2020a].

Below a scaled distance of Z . 4.0 m kg−1/3, this is no longer true, since the geometry

and orientation of the charge, as well as the location of the ignition within the charge,

have a large influence on the peak pressure and the maximum impulse of the emerging

shock wave [Xiao et al., 2020b], [Sherkar et al., 2016].

In order to quantitatively analyze the influence of the charge geometry on the resulting

load from the contact detonations in the present test series, numerical simulations are

performed by the author. These numerical simulations can help to gain a deeper in-
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sight into the physical processes and thus improve the understanding of the associated

phenomena.

After an initial description of the numerical model and the employed material models,

the influence of the numerical spatial discretization is analyzed in a mesh sensitivity

study. Subsequently, numerical simulations with different length to diameter ratios of

the cylindrical charges are performed.

The influence of the different length to diameter ratios of the cylindrical charges is

compared on the basis of the resulting total impulse and an energy equivalent impulse

introduced by [Rigby et al., 2019]. The result of this comparison is a factor that re-

lates the mass of cylindrical charges with different length to diameter ratios to that

of equivalent spherical charges based on the total impulse and the energy equivalent

impulse.

The numerical simulations are performed by the author with the commercial hydrocode

LS-Dyna version R13.1.0 [Lsdyna, 2021]. To reduce the computational cost, the symme-

try of the test setup is exploited by modeling only a quarter of the setup with symmetry

boundary conditions. Both the explosive and the airspace are described using the struc-

tured arbitrary Lagrangian Eulerian solver (S-ALE) as implemented in LS-Dyna.

ALE is a numerical method that couples the formulations of the Eulerian and Lagrangian

descriptions of physical problems. In the Eulerian description, the motion of a structure

or a fluid is numerically described within a fixed mesh. This enables the simulation of

very large deformations without running into numerical problems due to disadvantageous

distortions of the underlying elements. At the same time, this can lead to a loss of the

exact interfaces of a structure as it moves through the mesh, since the associated material

points are not directly bound to distinct nodes of the numerical discretization.

In the Lagrangian description, the motion of a structure is described within a mesh that

is directly fixed to the structure. This allows a very precise description of the geometry of

the structure, which is especially relevant at the interfaces between different materials.

However, for large deformations this can lead to numerical problems if the elements

become too distorted.

The ALE method combines these two descriptions by computing each time step time

steps using a Lagrangian discretization and performing additional Eulerian steps, called

advection, when the mesh becomes too distorted. These advection steps return the mesh



3.1. Material models 43

to an undistorted configuration, while the material remains in its deformed configuration.

The advection scheme employed in the presented simulations is the van Leer half-index

shift advection algorithm (meth=-2) [Lsdyna, 2021].

3.1. Material models

3.1.1. Explosive

The explosive is modeled with the empirical Jones-Wilkins-Lee equation of state [Lee

et al., 1968], [Lsdyna, 2021]:

p(V, e) = A

(
1− Γ

R1V

)
exp (−R1V ) +B

(
1− Γ

R2V

)
exp (−R2V ) +

Γ

V
e (3.1)

Where V is the volume relative to the initial state and e is the specific detonation

energy per volume. These variables are set to V = 1.0 and e = e0 at the beginning of

the simulation. A constant Grüneisen coefficient is included as Γ. The parameters A

and B have the unit of pressure while R1 and R2 are dimensionless.

The detonation process is controlled by the *mat high explosive burn material

model with the density ρ, the detonation velocity d and the Chapman-Jouguet pres-

sure pcj.

The ignition of the detonation takes place at the center of the surface of the explosive

charge facing away from the concrete slab (see figure 3.1).

The explosive used in this series of tests is SEMTEX10. SEMTEX10 is a commercially

available plastic explosive containing PETN as its main component. Table 3.1 shows the

relevant parameters based on a thermochemical simulation in the thermochemical code

CHEETAH [Fried and P., 1994]. The detailed output of the CHEETAH simulations can

be found in appendix section A.7.

For comparison with other test series, the explosive mass is compared to that of an equiv-

alent explosive charge of TNT. The parameters used for TNT according to [Dobratz,

1981] are also given in table 3.1.
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Table 3.1.: Material parameters for explosives (appendix A.7)

A B E0 R1 R2 Γ ρ d pcj
[MPa] [MPa] [MPa] [-] [-] [-] [kg m−3] [m s−1] [MPa]

Semtex10 6711× 102 9370 8447 4.91 1.19 0.4 1631 7474 22.62× 103

TNT 3712× 102 3231 7000 4.15 0.95 0.3 1630 6930 21.00× 103

In the following, the curved surface of the cylindrical charge will be referred to as the

side, and the flat surfaces as the ends. The radial direction is perpendicular to the

curved side and the axial direction is perpendicular to the flat ends.

3.1.2. Air

Although the influence of the surrounding air is negligible in a contact detonation,

it must be modeled as the base material of the ALE domain in which the explosive

propagates during the detonation. The air is modeled as an ideal gas using the purely

hydrostatic material model *mat null in conjunction with a linear equation of state

*mat linear polynomial:

p = (γ − 1)
ρ

ρ0

e (3.2)

Where ρ is the current density, ρ0 = 1.255 kg m−3 is the initial density, and e and

e0 = 0.253 MPa are the current and initial internal energies. γ = cp/cV = 1.4 is the

isentropic coefficient defined as the quotient of the specific heat capacities at constant

pressure cp and constant volume cV .

3.2. Spatial discretization - mesh sensitivity

To determine the necessary element size for the simulation, a mesh sensitivity study is

performed for the ALE domain including the explosive charge and the ambient air. A

cylindrical explosive charge of 1500 g SEMTEX10 with a radius of 50 mm and a height

of 120 mm is selected for this study.
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The explosive charge is modeled as a quarter cylinder inside a 100 x 100 x 130 mm

ALE domain with symmetric boundary conditions (figure 3.1). Instead of modeling a

concrete structure in contact with the explosive charge, one side of the ALE domain has

reflecting boundary conditions (gray shaded in figure 3.1). This removes the influence

of a contact algorithm between the explosive charge and the concrete structure from

the simulation and allows a separate investigation. The flat surface of the charge in

contact with the concrete structure is modeled flush with this reflecting boundary. The

remaining boundaries are defined with flow-out conditions to allow a free propagation

of the blast wave out of the simulated ALE domain.

Reflecting boundary

Symmetry boundary

Flow out boundary

Ignition point

Explosive charge

Tracer points

Figure 3.1.: Numerical model explosive ALE

The total impulse along the reflecting boundary is used as the criterion for convergence.

Integrated and averaged quantities, such as the impulse, converge faster with mesh

refinement than quantities directly linked to the underlying equations [Oberkampf and

Roy, 2010]. Therefore, the pressure would in principle be a better quantity for the mesh

sensitivity study as it is directly linked to the underlying conservation equations.

The problem with using pressure as a convergence criterion is that the steep shock front

immediately behind the driving explosive has a thickness in the order of only 10−4 mm

[Cowan and Hornig, 1950]. In the numerical simulation, the thickness of this shock

front is limited by the size of the spatial discretization and the peak pressure is smeared

over at least one element. At the same time, the total impulse, and thus the shape of



46 3. Numerical simulation of contact detonations

the shock wave, is related to the energy of the explosive. As a consequence, the peak

pressure of the shock front will only show a converging behavior when the discretization

reaches a size that can represent the real size of the shock front and the associated peak

pressure. Therefore, the total impulse is used as the convergence criterion instead.

To quantify the quality of the results with incremental mesh refinements, they are com-

pared using Richardson’s extrapolation method [Richardson and Gaunt, 1927], [Oberkampf

and Roy, 2010]. This method uses the results from three different mesh sizes to extrapo-

late an estimated ”exact” solution fre for a theoretical mesh size of zero. The results are

then presented as fractions of this theoretical value to give an estimated error resulting

from the discretization.

Richardson extrapolation method states, that if the mesh is refined uniformly over the

entire domain by a constant factor r = hi+1/hi = const., for three levels of refinement

hi with hi < hi+1, the order of convergence p for the associated solutions fi can be

approximated by:

p =
| ln f3−f2

f2−f1 |
ln r

(3.3)

Using the approximated order of convergence p, an estimated ”exact” solution fre can

be extrapolated based on the solution of the two finest meshes f1, f2:

fre = f1 +
(f1 − f2)

(rp − 1)
(3.4)

This requires that the solutions fi are within an asymptotic range of convergence.

An additional error band indicating the quality of the extrapolated results can be cal-

culated using the Grid Convergence Index (GCI) introduced by [Roache, 1994]:

GCI =
Fs

rp − 1

∣∣∣∣f2 − f1

f1

∣∣∣∣ (3.5)

Here, Fs is a safety factor which is set to 1.25 when three solutions are available

[Oberkampf and Roy, 2010] and the observed order of convergence p is within 10% of

the theoretical order of the underlying numerical method. [Schwer, 2009a] suggest that



3.2. Spatial discretization - mesh sensitivity 47

an order of convergence around p = 2.0 can be considered favorable for the simulations

performed.

In addition, the GCI provides a way to check the asymptotic behavior of the solutions

[Schwer, 2009a], which is an important requirement for Richardson extrapolation. This

is done by calculating the GCI for the two refinement steps and comparing it with the

approximated order of convergence.

ac =
GCI32

rpGCI
(3.6)

A value of ac close to unity indicates, that the assumption of an asymptotic behavior is

valid. Here, GCI32 is the GCI with respect to the solutions of the two coarser mesh/grid

refinements f2, f3:

GCI32 =
Fs

rp − 1

∣∣∣∣f3 − f2

f2

∣∣∣∣ (3.7)

Based on existing numerical simulations, [Roache, 1998] found that the GCI provides

an error band that contains the exact solution in 95 % of the cases. This error band is

defined around the solution of the finest mesh/grid f1 as:

f1[(1−GCI), (1 +GCI)] (3.8)

Detailed descriptions and applications of this method in context of shock wave simula-

tions can be found in [Roache, 1994], [Slater et al., 2000], [Oberkampf and Roy, 2010],

[Schwer, 2008], [Schwer, 2009a], [Castedo et al., 2020].

In the present mesh sensitivity study, the mesh is progressively refined by a factor of

two until asymptotic behavior is observed. This results in mesh sizes of 5 mm, 2.5 mm,

1.25 mm and 0.625 mm.

The reflected pressure is output at 10 mm intervals in the radial direction along the

reflecting boundary of the ALE domain (figure 3.1). To ensure, that the results are

not affected by boundary effects, the tracer points are aligned along the diagonal of the

quarter-symmetric model. The resulting specific impulse histories are calculated from

the pressure histories by cumulative numerical integration. The total impulses are then
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calculated by rotational integration of the specific impulse histories.

Figure 3.2 shows the reflected pressure at the center (r = 0 mm) over the time (left) and

the resulting specific impulse over the radial location at 0.1 ms (right) for the different

mesh sizes.
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Figure 3.2.: Reflected pressure over time (left) and specific impulse over radial location
at 0.1 ms (right) for different mesh sizes

From figure 3.2 (right) it can be seen that the effect of the explosive is very localized

in the area directly behind the explosive charge and decreases rapidly in the radial

direction. The shape of the specific impulses in radial direction is very similar for all

evaluated mesh sizes. While the difference is larger in the center, it becomes smaller

with increasing radius.

The influence of the different mesh sizes is evaluated based on the total impulse shown in

figure 3.3 (left). For this, and to provide an estimate of the error, figure 3.3 (right) shows

the total impulses after 0.1 ms normalized by the Richardson extrapolated estimate fre.

The x-axis shows the different mesh sizes normalized by the finest mesh of 0.625 mm.

The asymptotic range is reached starting from a mesh size of 2.5 mm (normalized: 4).

This is confirmed by an asymptotic control value of ac =1.01 (equation (3.6)). The

observed order of convergence calculated by equation (3.3) is p = 1.99. The GCI gives

an error band for the approximated solution, around the solution of the finest mesh, of

±0.35 %.

The ”exact” total impulse estimated by Richardson extrapolation is 951 kN ms with an

error band from 945 kN ms to 952 kN ms. The mesh size of 2.5 mm, which is within 5 %
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Figure 3.3.: Total impulse over time(left) and normalized total impulse over normalized
mesh size (right)

of the estimated ”exact” solution, is consistent with the recommendations of [Schwer

et al., 2015] of 20 elements over the radius of the charge as well as similar simulations

performed by [Michaloudis, 2019].

3.3. Influence of the charge geometry

Besides the explosive mass, the geometry of the explosive charge is a very important

criterion for the resulting load on a structure. In the presented test series, the explosive

charges were cylinders with length to diameter (L/D)-ratios of 0.71, 1.07 and 1.43.

These charges were placed with one of their flat surfaces on the surfaces of the concrete

slabs.

There are many studies about cylindrical charge geometries with different L/D-ratios.

However, these studies are mostly concerned with far-field and near-field detonations.

A good overview of different studies can be found in [Langran-Wheeler et al., 2021],

who investigated the near-field pressure distributions of cylindrical charges with their

symmetry axis parallel to the surface of the concrete slabs and compared them with

those of spherical charges.

The shock wave of a centrally ignited spherical charge propagates equally in all ra-

dial directions. The shock wave from a cylindrical charge is divided into a side-wave
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propagating in the radial direction and an end-wave propagating in the axial direction

(figure 3.4). The area in between is formed by the so called bridge-wave, which results

from the interaction of the expanding end-wave and side-wave [Knock et al., 2014].

The L/D-ratio of a cylindrical charge is an important criterion to determine where the

energy from the detonation is directed to. Since the amount of energy is correlated with

the size of the associated surface area, more energy is directed in radial direction in case

of larger L/D-ratios, while for smaller L/D-ratios more energy is directed in the axial

direction of the cylindrical charge [Wu et al., 2010].

In the case of a contact detonation, no bridge-wave is formed because the end wave

interacts with the side-wave only after the reflection. This results in a region, where the

reflected pressure wave (end-wave and side-wave) interacts with the remaining incoming

pressure wave, resulting in a so-called mach stem. The direction of propagation of

this Mach stem is nearly parallel to the reflecting surface, and most of the components

perpendicular to the reflecting surface cancel out. Therefore, the side-wave plays only a

minor role in the context of a contact detonation and the resulting load on a surface in

contact with the explosive is dominated by the end-wave.

Figure 3.4 shows the resulting shock waves from a cylindrical charge with a L/D-ratio

of 1.2 ignited at one flat end. The figure is the result of two axisymmetric 2D S-ALE

simulations. The red line shows the undisturbed propagation of the shock wave and

the blue line shows the shock wave from the same explosive charge after reflection from

a rigid surface aligned flush with the flat surface of the cylindrical charge opposite to

ignition point.

ignition point

cylindrical charge

undisturbed end-wave

side wave in both cases

reflected end-wave

reflected side-wave

undisturbed bridge-wave

symmetry axis
rigid surface

Figure 3.4.: Undisturbed (red) and reflected (blue) propagation of shock waves from
cylindrical charge
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The influence of different L/D-ratios of the explosive charge is investigated with the

help of numerical simulations. For this purpose, simulations analogous to those of the

mesh sensitivity study in section 3.2 are being performed with different L/D-ratios for

1000 g of SEMTEX10. The mesh size selected for this simulation is 1.25 mm, which

gives a total impulse within about 1.0 % of the estimated ”exact” solution according

to Richardson extrapolation. The resulting dimensions of the charges with L/D-ratios

between 0.2 and 2.0 are listed in table 3.2.

Table 3.2.: Dimensions of charges with different L/D-ratios (1000 g SEMTEX10)

L/D 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

L [mm] 31.5 50.0 65.5 79.3 92.1 104.0 115.2 126.0 136.2 146.2
D [mm] 157.4 125.0 109.2 99.2 92.0 86.6 82.4 78.8 75.6 73.0

Figure 3.5 shows the specific impulse over the radial location at 0.1 ms for spherical

charges with different explosive masses (left) and cylindrical charges with the different

L/D-ratios (right). The mass of the cylindrical charges is 1000 g of SEMTEX10 in all

cases.
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Figure 3.5.: Specific impulse over the radial location at 0.1 ms for spherical charges with
different explosive masses (left) and cylindrical charges with different L/D-
ratios (right)

The specific impulse of the spherical charges increases continuously over the entire radial

range with an increasing mass of the explosive charge (figure 3.5, left). In case of

the cylindrical charges (figure 3.5, right), the maximum specific impulse at the center
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increases rapidly between the L/D-ratios of 0.2 and 0.8 before decreasing slowly with

increasing L/D-ratios. At the same time, the previously mentioned strong dependence

of the loading on the end wave from the cylindrical charge becomes apparent, since the

specific impulse is mostly limited to the area in direct contact with the charge.

The load on a structure by the different explosive charges can be compared by the total

impulse I =
∫
A
i dA, which is calculated by integrating the specific impulse i over the area

A on which it acts. An additional measure for this comparison, which was introduced

by [Rigby et al., 2019], is the so-called energy equivalent impulse. The energy equivalent

impulse is based on the fact, that under a uniformly distributed impulsive load I the

kinetic energy Ek of a discrete mass ρtA is given by:

Ek =
I2

2ρtA
(3.9)

Where ρ and t are the density and thickness of the mass in loading direction, and A

is the surface area on which the impulsive load acts. Based on this, the behavior of

a plane structural element (plate) can be represented by a series of discrete masses.

These discrete masses initially move independently of each other, but are connected by

spring elements with arbitrary shear stiffness. Depending on the magnitude of this shear

stiffness, the loaded structure will be described differently.

In the case of an infinite shear stiffness all discrete masses move simultaneously repre-

senting a rigid plate (figure 3.6, left). The velocity profile and thus the total kinetic

energy of the system is then independent of the distribution of the impulsive loading,

which represents a lower limit of the energy uptake of the plate Ek,l.

In the case of zero shear stiffness, all discrete masses move independently and the velocity

profile is directly proportional to the distribution of the applied specific impulse. The

resulting kinetic energy gives an upper limit of the energy uptake of the plate Ek,u

(figure 3.6, right).

The upper Ek,u and lower Ek,l limits of the kinetic energy can be derived on the basis

of equation (3.9) as:

Ek,u =
1

2ρt

∫
A

(i dA)2

dA
(3.10) Ek,l =

1

2ρtA

(∫
A

i dA

)2

(3.11)
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ii

Figure 3.6.: Deformation of a plate loaded by distributed impulse represented by discrete
masses linked by spring elements with infinite (left) and zero (right) shear
stiffness

The energy equivalent impulse is then defined as a uniform impulse, that results in the

same energy uptake as the upper limit of the energy uptake Ek,u, while the total impulse

is proportional to the lower limit Ek,l. Unlike the total impulse I, which is independent of

the distribution of the specific impulse i, the energy equivalent impulse IEk also contains

information about the specific impulse distribution. Since the impulse is proportional to

the square root of the kinetic energy, the energy equivalent impulse can be derived as:

IEk
I

=

(
Ek,u
Ek,l

)1/2

=

(
A
∫
A
i2 dA

I2

)1/2

(3.12)

IEk =

(
A

∫
A

i2 dA

)1/2

(3.13)

In [Rigby et al., 2021], the application of the energy equivalent impulse is restricted

to thin steel plates (span-thickness ratio >20) with out-of-plane displacements that are

several times larger than the plate thickness. This thin plate requirement is not given for

the concrete slabs investigated. However, the failure of the concrete slab results in very

large deformations that are strongly localized in the region behind the explosive charge.

Therefore, the energy equivalent impulse is analyzed for its suitability to describe the

investigated processes.

To compare the cylindrical charges with the spherical charges, equivalence factors EFsp

are defined as the ratio between the masses of a spherical charge Wsp and a cylindrical

charge Wcy that generate an equivalent total impulse (t) or an energy equivalent impulse
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(e).

EFsp,e/t =
Wsp

Wcy

(3.14)

Figure 3.7 shows both spherical equivalence factors EFsp,e/t for the inspected range. The

blue solid line shows the equivalence factor based on the total impulse (t) and the orange

dash-dotted line shows the equivalence factor based on the energy equivalent impulse

(e). For further use, fitted equations are added with the L/D-ratio as a linear variable.
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Figure 3.7.: Spherical equivalence factor EFsp,e/t over L/D-ratio for total impulse and
energy equivalent impulse

As can be seen in figure 3.7, a spherical and a cylindrical charge with the same explosive

mass generate an energy equivalent impulse for L/D = 1.0 and an equivalent total im-

pulse for L/D = 0.85. For greater L/D-ratios, the cylindrical charge generates a smaller

load on a structure in contact because more energy is directed in the radial direction of

the cylindrical charge. For smaller L/D-ratios, the cylindrical charge generates a greater

load than the spherical charge.

The fitted equations in figure 3.7 give good approximations for the examined L/D-

range. For L/D-ratios smaller than 0.6 the approximations start to slightly differ from

the numerical results, but for the range of the conducted test series this is of no relevance.

To compare the different equivalence factors, the maximum x-velocities measured in the

test series (chapter 4) are plotted in figure 3.8 against the inverse of the scaled concrete
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slab thickness calculated according to equation (3.15).

TSX10,∗ =
T

W
1/3
SX10,∗

(3.15)

Where T is the thickness of the concrete slab in cm and WSX10,∗ is the explosive mass of

SEMTEX10 in g. The three plots in figure 3.8 show the results without considering the

shape of the explosive (left), using the spherical equivalence factor with respect to the

total impulse (center) and the spherical equivalence factor with respect to the energy

equivalent impulse (right).
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Figure 3.8.: Maximum x-velocities over scaled thickness without consideration of the
shape of the explosive (left), using the spherical equivalence factor with
respect to the total impulse (center) and the spherical equivalence factor
with respect to the energy equivalent impulse (right)

The coefficients of determination R2 show a significant improvement in the linear cor-

relation between the scaled concrete slab thickness and the maximum x-velocity due

to the additional spherical equivalence factors. The main difference is, that without

considering the shape of the explosive (left), there is an overlap in the direction of the

scaled thickness between the groups of the different concrete slab thicknesses at T−1
SX10 ≈

0.4 and 0.5. This overlap does not correspond to the increase in x-velocity between the

different concrete slab thicknesses.

Between the two cases with the additional spherical equivalence factors, the correlation

improves only slightly from R2 = 0.98 to R2 = 0.99. However, there is an improvement

that is visually apparent especially in the region of the concrete slabs with a thickness



56 3. Numerical simulation of contact detonations

of 25 cm. Therefore, the spherical equivalence factor in terms of the energy equivalent

impulse is used for the evaluations of the test series in chapter 4.

3.4. Summary

A convergence study was conducted to determine the mesh size required to simulate

a contact detonation with S-ALE. This was done using the Richardson extrapolation

method, which uses the results of successive mesh refinements to extrapolate an esti-

mated ”exact” solution. This allows the influence of the mesh refinements to be evalu-

ated qualitatively. For the simulations performed, a mesh size of 2.5 mm was found to

be within 5 % of the estimated ”exact” solution.

The influence of the different length to diameter ratios of the cylindrical charges on the

impact on the concrete slab was analyzed. This was done by comparing the impact of

cylindrical charges with different length to diameter ratios to that of spherical charges.

The criteria for this comparison are the total impulse and an energy equivalent impulse

introduced by [Rigby et al., 2019].

Based on this comparison, an equivalence factor was derived that can be used to compare

the different experimental tests, taking into account the length to diameter ratios of the

cylindrical charges. When this equivalence factor is used to calculate a scaled thickness

of the concrete slab, a linear correlation can be found with the maximum x-velocity of

the secondary debris fragments measured in the test series (chapter 4). Therefore, the

spherical equivalence factor in terms of the energy equivalent impulse is used for the

evaluations of the experimental tests in chapter 4.
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A series of test was conducted by the author to improve the understanding of the mechan-

ics of secondary debris from reinforced concrete slabs subjected to contact detonations.

The concrete slabs in this test series have external dimensions of 200 cm x 200 cm and

different thicknesses of 20 cm, 25 cm and 30 cm. The external dimensions of the concrete

slabs were chosen so that the very localized effects of the contact detonations are not

influenced by the support conditions.

To investigate the influence of steel fibers in the concrete, some of the specimens were

produced with steel fiber contents of 0.5 Vol %, 1.0 Vol %, and 2.0 Vol %. The use of steel

fibers was limited to 30 cm thick reinforced concrete slabs, which reduces the number of

input parameters and allows for a focused evaluation of the influence of the steel fibers.

In order to investigate a measure for existing structures, some concrete slabs without

steel fibers were retrofitted prior to the detonation test. The retrofit consisted of a 5 cm

thick layer of fiber reinforced concrete that was applied to the protective side of an

existing 25 cm thick concrete slab, resulting in a total thickness of 30 cm.

The explosives are cylindrical charges with a diameter of 103 mm and masses of 1000 g,

1500 g and 2000 g of SEMTEX10. These cylindrical charges were placed so that one

of their flat surfaces was flush with the surface of the reinforced concrete slabs. The

charges were ignited in the center of the surface of the explosive charge facing away from

the reinforced concrete slab at a depth of approximately 1.0 cm.

Table 4.1 gives an overview of the tests performed in chronological order.

The objective of this series of tests is to investigate the secondary debris resulting from

concrete slabs subjected to contact detonations. The key parameters are the damage to

the concrete slabs, the velocity distribution of the secondary debris, and the preceding

fragmentation process.
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Table 4.1.: Overview of the test series

name concrete slab steel fiber explosive mass
(shot nr.) thickness content (SEMTEX 10)

SN80 20 cm 0.0 Vol % 1500 g
SN81 30 cm 1.0 Vol % 1500 g
SN82 25 cm 0.0 Vol % 1500 g
SN128 25 cm 0.0 Vol % 1500 g
SN129 20 cm 0.0 Vol % 1000 g
SN130 25 cm 0.0 Vol % 2000 g
SN131 30 cm 0.0 Vol % 1000 g
SN132 30 cm 0.0 Vol % 1000 g
SN142 20 cm 0.0 Vol % 1000 g
SN143 30 cm 0.0 Vol % 1500 g
SN144 25 cm 0.0 Vol % 2000 g
SN145 30 cm 0.0 Vol % 1500 g
SN146 30 cm 0.0 Vol % 2000 g
SN147 30 cm 0.0 Vol % 2000 g
SN148 30 cm 0.5 Vol % 2000 g
SN149 30 cm 0.5 Vol % 2000 g
SN150 30 cm 1.0 Vol % 1500 g
SN151 30 cm 0.5 Vol % 1500 g
SN152 30 cm 0.5 Vol % 1500 g
SN153 30 cm 1.0 Vol % 2000 g
SN154 30 cm aFRC 1 2000 g
SN155 30 cm aFRC 1 2000 g

SN161 2 30 cm aFRC 1 1500 g
SN162 2 30 cm aFRC 1 1500 g
SN163 2 30 cm 2.0 Vol % 1500 g
SN164 2 30 cm 2.0 Vol % 1500 g
SN171 2 30 cm 2.0 Vol % 2000 g
SN172 2 30 cm 2.0 Vol % 2000 g
SN173 30 cm 1.0 Vol % 2000 g
SN174 20 cm 0.0 Vol % 1500 g
SN175 25 cm 0.0 Vol % 1000 g

1) Layer of 5 cm fiber reinforced concrete (2.0 Vol %) retrofitted to the protective surface of a
25 cm thick concrete slab
2) Tests with DIC measurement
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To observe the secondary debris, the concrete slabs were installed in an upright position

during the detonation tests. High-speed (HS) cameras were used to record the protective

side of the concrete slabs. The HS recordings were then analyzed to determine both, the

velocity of the secondary debris and the preceding fragmentation.

After the detonation tests, 3D-scans were used to measure the damaged areas of the

concrete slabs. The secondary debris was collected, sieved, and weighed. These data

were then evaluated with respect to the geometry of the spalling crater as well as the

mass and size distribution of the secondary debris.

The chapter begins with a description of the materials used, followed by a presentation

of the test setup developed and the measurements performed.

Subsequently, the geometry of the damaged areas of the concrete slabs is evaluated

with special emphasis on the spalling crater, which is the most important region for the

secondary debris. This is followed by a detailed analysis of the fragmentation process

and the velocity distribution of the secondary debris.

The geometry of the damaged regions and the velocity of the secondary debris are

then used to derive the kinetic energy of the secondary debris. The kinetic energy is a

suitable quantity to evaluate the impact of the secondary debris on people and technical

installations on the protective side of a concrete structure. A discussion of this impact

is carried out in chapter 6.

The influence of the steel fibers is analyzed quantitatively on the basis of the kinetic

energy. In some tests, where only little secondary debris was expected in advance, DIC

measurements were performed from the protective surface of the concrete slabs. These

DIC measurements are used to verify the identified load bearing mechanisms of the

different reinforcements (steel fibers and retrofit layer) as well as the derived velocity

distributions.

4.1. Explosive charges

The explosive used in this series of tests is SEMTEX10 (section 3.1.1). After weighing,

the explosive was molded into a PVC pipe with a circular cross-section and an internal

diameter of 103 mm.



60 4. Test series

The explosive charges were placed with one end flush with the center of the surface of

the concrete slab. The resulting length to diameter ratios (explosive without PVC pipe)

of the different charges are given in table 4.2.

The charges were ignited with a Dynadet-C2 detonator, which was pressed about 10 mm

deep into the center of the end of the explosive charge opposite to the concrete slab.

Figure 4.1 shows the experimental setup from the detonation side (left) and a detail of

the prepared explosive charge without detonator (right).

Figure 4.1.: Experimental setup from detonation side (left) and detail explosive (right)

Besides the explosive mass, the geometry of the explosive charge is a very important

criterion for the resulting load on a structure. To compensate for the different length to

diameter ratios (L/D) of the explosive charges, the mass W of the explosive charge is

additionally scaled by a factor EFsp,e derived in chapter 3. This factor relates the given

cylindrical charge to an equivalent spherical charge. The criterion of equivalence for the

following discussion is the energy equivalent impulse proposed by [Rigby et al., 2021].

To make different test series comparable, the explosive mass of the charge is expressed as

the mass of an equivalent charge of TNT. The TNT equivalence factor for SEMTEX10

is determined by numerical simulations as EFTNT,e = 1.24. Analogous to the influence

of the L/D-ratios, the criterion for TNT equivalence is the energy equivalent impulse.

This TNT equivalence factor is consistent with the results of [Shirbhate and Goel, 2021],

who determined a TNT equivalence factor of 1.25 for SEMTEX10 based on the heat of

detonation.

The equivalent explosive mass of the explosive charge WTNT,sp is calculated by multi-

plying the mass of the cylindrical charge of SEMTEX10 WSemtex10,cy by the equivalence
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factor for TNT EFTNT,e and the factor for an equivalent spherical charge EFsp,e.

WTNT,sp = WSemtex10,cy EFTNT EFsp,e (4.1)

Table 4.2 shows the relevant values required to determine the TNT and spherical equiv-

alent mass of the explosives in the conducted test series.

Table 4.2.: TNT and spherical equivalent mass of the explosive charges

WSemtex10,cy EFTNT,e L/D EFsp,e WTNT,sp

1000 g 1.24 0.71 1.25 1550 g
1500 g 1.24 1.07 0.99 1841 g
2000 g 1.24 1.43 0.83 2058 g

4.2. Test specimens

The concrete slabs in this test series have external dimensions of 200 cm x 200 cm and

thicknesses of 20 cm, 25 cm and 30 cm. They are reinforced crosswise on both sides using

rebars with a diameter of 10 mm, a spacing of 150 mm and a concrete cover of 35 mm.

The reinforcing steel is made of high ductility steel B500B.

To analyze the influence of steel fibers in the concrete, the 30 cm thick concrete slabs

have varying steel fiber contents of 0.0 Vol %, 0.5 Vol %, 1.0 Vol % and 2.0 Vol %. The

steel fibers are Dramix 4D 65/35 BG from Bekaert [Bakaert, 2023]. They are hooked

steel fibers with a length of 35 mm and a diameter of 0.55 mm. The steel fibers have

been carefully mixed with the concrete to ensure that they are distributed as evenly as

possible. A data sheet with more information about the steel fibers can be found in the

appendix section A.2.

In order to investigate a measure for existing structures, some concrete slabs without

steel fibers were retrofitted prior to the detonation test. The retrofit consisted of a 5 cm

thick layer of fiber reinforced concrete (2.0 Vol %). This retrofit layer was applied to the

protective surface of an existing 25 cm thick concrete slab after more than 28 days. The

resulting total thickness of the retrofitted concrete slab is therefore 30 cm. To ensure

good bonding conditions between the individual concrete layers, the surfaces of the
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concrete slabs were roughened with a rake in advance (figure 4.2).

Figure 4.2.: roughened concrete surface before addition of fiber-reinforced layer

The concrete slabs were produced by a commercial manufacturer. The specified target

strength of the concrete was fck,cube = 40 MPa with a maximum aggregate size of 8 mm.

Information on the concrete mixture is given in the appendix section A.1. The concrete

slabs used in tests SN80-SN82 were part of a pre-test series and were produced by a

different manufacturer than the concrete slabs used in the main test series. However,

the essential parameters of the concrete are in good agreement.

4.2.1. Determined material parameters

In order to verify the specified concrete properties, both the static compressive strength

and the concrete density were measured at the Laboratory for Structural Engineering

of the University of the Bundeswehr in Munich. Corresponding test cubes with an

edge length of 15 cm were produced from the same concrete as the corresponding con-

crete slabs and transported to Munich. There they were stored outdoors, covered with

tarpaulins, in the same way as the concrete slabs at the TNO in The Hague.

On the days of the detonation tests, all the concrete slabs had an age of at least 25 days,

but on average 70 days. The static compressive strength and density of the concrete were

measured for each concrete slab on three corresponding test cubes with a side length of

15 cm. The resulting mean static compressive strength is fcm,cube = 42.7± 4.8 MPa and

the mean density is ρ = 2.22± 0.04 g cm−3 (mean ± standard deviation). An overview

of these measurements is given in the appendix section A.1.

In a parallel series of tests, spallation tests were carried out on the Split Hopkinson Bar

(SHB) using the same concrete. The results of this series of tests are presented in [Mosig
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et al., 2021]. The concrete used for the concrete slabs of the detonation tests is referred

to as C30/37 in [Mosig et al., 2021]. The relevant parameters for the following discussion

are the longitudinal wave velocity cL, the tensile strength ft, and the specific fracture

energy Gf including the tested strain rate ε̇. These parameters are given in table 4.3 for

the different steel fiber contents.

Table 4.3.: Results from Split-Hopkinson-Bar experiments [Mosig et al., 2021]

Steel Fiber Content cL ft,dyn Gf ε̇
[Vol %] [m s−1] [MPa] [J m−2] [s−1]

0.0 3751 6.67 234 15.1
0.5 3744 7.6 1586 21.1
1.0 3782 9.12 2512 17.3
2.0 3737 8.13 2685 22.4

4.2.2. Scaled concrete slab thickness

For the following evaluations of the experimental tests, a scaled thickness of the concrete

slab is introduced. This quantity has already been used by other authors like [Weerheijm

et al., 1988] and [Morishita et al., 2000] to describe the impact of a contact detonation on

a concrete slab. The scaled thickness is defined similarly to the scaled distance, which is

a common quantity used to differentiate the impact of near-field and far-field detonations

(equation (2.1)). The scaled thickness allows a combined description of the concrete slab

thickness T and the equivalent explosive mass Wsp,TNT by a single parameter TW .

TW =
T

W
1/3
TNT,sp

(4.2)

The cube root of the explosive mass reflects the fact, that the detonation initially prop-

agates in all directions. An overview of the scaled thicknesses TW in the presented test

series can be found in Table 4.4:
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Table 4.4.: Scaled thickness of the concrete slab with regard to the TNT and spherical
equivalent mass

T WSemtex10 WTNT,sp TW

20 cm 1500 g 1841 g 1.63 cm g−1/3

20 cm 1000 g 1550 g 1.73 cm g−1/3

25 cm 2000 g 2058 g 1.97 cm g−1/3

25 cm 1500 g 1841 g 2.04 cm g−1/3

25 cm 1000 g 1550 g 2.16 cm g−1/3

30 cm 2000 g 2058 g 2.36 cm g−1/3

30 cm 1500 g 1841 g 2.45 cm g−1/3

30 cm 1000 g 1550 g 2.59 cm g−1/3

4.3. Experimental setup

The tests were conducted in a bunker at a facility of the Netherlands Organization for

Applied Scientific Research (TNO) near The Hague. The vaulted cross-section of the

oblong bunker has approximate dimensions of 6 m in width and 4 m in height. The

experimental setup is shown in figure 4.3.

For the following discussion, the side of the concrete slab facing the explosive charge

will be referred to as the detonation side and the opposite side will be referred to as the

protective side.

HS-Camera 1+2 HS-Camera 3

Shielding

L-SupportsExplosive

Catcher-
construction

HS-Cameras (DIC)

HS-Camera 3

Shielding

HS-Camera 1+2
L-Supports

HS-Cameras (DIC)

Figure 4.3.: Layout of the experimental setup (left) and a photo of the protective side
(right)

The concrete slabs were held in an upright position by L-shaped steel beams (rectangular
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cross-section). These 20 cm wide steel beams (L-supports) were placed in front of both

surfaces of the concrete slabs, and held together with threaded steel rods. The resulting

horizontal clearance between the steel beams was 160 cm.

The dimensions of the test setup were chosen so that the influence of the support con-

ditions on the relevant localized response of the concrete slabs is considered negligible.

4.3.1. High-speed recordings

The protective side of the concrete slabs was recorded by high-speed (HS) cameras from

different angles. HS cameras 1+2 recorded from the side, covering an area up to a

horizontal distance of 110 cm behind the concrete slabs. HS camera 3 recorded the

protective surface of the concrete slabs during the fragmentation.

The HS cameras were placed inside of steel boxes with armored glass windows to protect

them from the detonation. In order to minimize the negative effects of the detonation

on the HS recordings, a steel shield was installed around the observation area on the

protective side of the concrete slab.

The recordings were started before the detonation, and received the information about

the time of detonation from a trigger placed in between the explosive charge and the

concrete slab.

The HS recordings were performed at a frame rate of 5000 s−1. The spatial resolution of

the HS recordings provides a precision of 1.8 mm px−1 for distance measurements in the

calibrated plane (section 4.4.2).

4.3.2. Digital image correlation

For the tests with a steel fiber content of 2.0 Vol % and the retrofit concrete slabs loaded

with 1500 g of SEMTEX10, very little secondary debris was expected in advance. There-

fore, digital image correlation (DIC) was used to measure the deformation and velocity

at the protective surface of the concrete slabs in these tests.

The reduced fragmentation in these tests has two advantages for the DIC measurements.

First, the DIC recordings are less disturbed by the fragmentation of the concrete, allow-
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ing measurements to be taken over a longer period of time. Second, the DIC cameras,

which are located directly behind the concrete slab, are exposed to less secondary debris.

Two additional HS camera were used to capture the recordings for DIC. These HS cam-

eras recorded the protective surface of the concrete slab from a distance of 150 cm. The

distance between the two cameras was 100 cm and the mutual angle of the orientation

between the cameras was 30°. In addition, the protective surface of the concrete slabs

was painted white and marked with a pattern of randomly distributed ellipses. This

pattern is shown in figure 4.4.

Figure 4.4.: DIC pattern on the protective surface of the concrete slabs

The DIC recordings of SN161 were taken at a frame-rate of 5000 s−1, analogue to the

other HS recordings. For all subsequent DIC recordings the frame-rate was increased to

9000 s−1 in order to obtain a higher time resolution of the measurements.

4.3.3. Collection of secondary debris fragments

To stop the resulting debris and minimize further fragmentation, a curtain structure

was installed at a distance of approximately 4 m behind the concrete slabs. After the

detonation, the resulting debris was collected in segmented areas. Figure 4.5 shows the

different collecting areas (left) and the curtain construction (right).
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4
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Figure 4.5.: Areas for collection of secondary debris (left), curtain construction to stop
the secondary debris (right)

4.3.4. Comment on pretests

Tests SN80-SN82 were part of a pre-test series using a slightly different test setup.

The main difference is a 10 cm wide, vertical slit construction installed at a horizontal

distance of 100 cm behind the concrete slab.

The idea of this setup was to reduce the debris cloud to a smaller lateral dimension

to ensure a more accurate distance between the HS camera and the tracked features.

However, the slit construction disturbed the flight of the resulting secondary debris too

much and was therefore removed from the main test series.
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4.4. Measurements performed

This section describes the evaluation methods for the measurements made using a Carte-

sian coordinate system depcited in figure 4.6. The origin of the coordinate system is

located in the center of the protective surface of the concrete slab, the x-axis is perpen-

dicular to the concrete surface, and the y-axis points upwards.

z

x

y

detonation side protective side

Figure 4.6.: Coordinate system for the evaluation of the measurements

The evaluation of the visible damaged areas of the concrete slabs is done separately for

the different areas: crushing crater, breach and spalling crater. Figure 4.7 shows these

areas and the associated dimensions for the situation without a breach (left) and with

a breach (right).

dc

ds

ts

tc

explosive

spalling crater

crushing crater

t

dc

ds

tsdb

tc

spalling crater

crushing crater

breach

explosive

t

Figure 4.7.: Dimensions of the damaged areas without breach (left) and with breach
(right)

In figure 4.7, the letter d is used for diameters and the letter t is used for measurements

in the direction of the concrete slab thickness (depth). The subscripts indicate whether

the respective dimension corresponds to a crushing crater c, a breach b, or a spalling

crater s.
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4.4.1. Geometry of the damaged areas

The diameters of the crushing craters are measured in images taken immediately after

the tests. These images are transformed into the y-z plane (x=-t) of the concrete slab

surface in the same way as the HS recordings to allow true measurements in this plane.

In order to derive comparable quantities, area equivalent circles are determined from the

measured areas of the crushing craters and the corresponding diameters are used for the

following evaluations.

The depths of the crushing craters were measured in the center of the crushing crater

immediately after the test with a folding rule.

To evaluate the shapes of the spalling craters, the tested concrete slabs were measured

with 3D scans. Prior to performing the 3D scans, concrete fragments that could be

visually identified as spalled, but were still loosely attached, were removed from the

concrete slabs. This is particularly relevant in the case of the fiber reinforced concrete

slabs.

Approximately half of the 3D scans were carried out using a laser scanner and the other

half using photogrammetry. The photogrammetry software used is Agisoft Metashape.

The accuracy of the distance measurements provided by the software is 1 mm. For the

tests performed, this accuracy is considered sufficient. The higher resolution of the laser

scans in the sub-millimeter range can cause problems in tests with steel fibers, since the

scanned steel fibers make it difficult to identify the concrete surface within the point

cloud. The 3D scans using photogrammetry did not capture the protruding steel fibers,

and the resulting point cloud clearly represents the concrete surface.

To evaluate the 3D shape of the spalling crater, the scanned points of the spalling crater

in Cartesian coordinates are transformed into cylindrical coordinates with the x-axis as

the axis of rotation. The location of the origin of the coordinate system is calculated as

the center of all scanned points of the spalling crater projected onto the surface of the

undamaged concrete slab (x = 0).

Figure 4.8 (left) shows a photo of the spalling crater from SN142 with a breach. Fig-

ure 4.8 (right) shows the scanned points from the surface of the spalling crater in the

z-y plane for the same test (gray dots). The averaged dimensions for the breach and

the spalling crater are added as red circles. The radii of these circles are determined by
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averaging the radii of the scanned points at the location of the breach (x = −ts) and at

the surface of the concrete slab (x = 0) for the diameter of the spalling crater.

Figure 4.8.: Photo of spalling crater from SN142 (left) and scanned points projected
into z-y plane (right, number of points reduced for plot) including averaged
dimensions for breach and spalling crater (red circles)

Slight deviations between the photo and the 3D scan are caused by the fact that the

photo was taken immediately after the test and the 3D scan was performed after removal

of visually loose parts. In addition, very shallow areas of the spalling crater (e.g. z-

coord.=40 cm) were sometimes cut off during post-processing of the 3D scan.

Figure 4.9 shows the scanned coordinates from the surface of the spalling crater in the

z-x plane for test SN142 with a breach (gray dots). The cylindrical coordinates of these

points are rotated around the x-axis to show them in one common radius-depth plane

(black dots). The points in the radius-depth plane (black dots) are then approximated

by a polynomial, shown as a red line.

This transformation and subsequent approximation unifies the irregular geometry of

the spalling crater and thus allows a better comparison of different tests under the

assumption of rotational symmetry.
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Figure 4.9.: Scanned coordinates of spalling crater projected into z-x plane (gray dots)
transformed into cylindrical coordinates and depicted in the radius-depth
plane (black dots) including an approximation by a higher order polynomial
(red line) - SN142 (number of points reduced for plot)

4.4.2. High-speed recordings / tracking

The analysis of the HS recordings is performed using the open source library OpenCV.

More information about the implemented algorithms can be found in the literature

[Hartley and Zisserman, 2004], [Kaehler and Bradski, 2017], [Schreer, 2005], [Szeliski,

2011].

HS cameras 1+2 were oriented at a horizontal angle of about 75° relative to the x-axis. In

order to perform measurements in the HS recordings, the perspective of the image plane

is transformed into a target plane so that distances and angles are correctly represented in

this target plane (x-y plane, z=0). Marks on the surface of the concrete slabs with known

relative coordinates are used as a reference to determine the corresponding homography

and scale. The spatial resolution of the HS recordings results in an accuracy for distance

measurements of 1.8 mm px−1 in the calibrated plane.

The same procedure is used for HS camera 3 with the difference that the target plane of

the transformation is located in the surface of the concrete slab (y-z plane, x=0, target

plane of HS camera 3). More details about this transformation process can be found in

the appendix section F.

All distances in front of or behind the calibrated target plane are displayed too long

or too short according to the intercept theorem. The resulting maximum error of the
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distance measurements from HS camera 1+2 can be estimated based on the assumption

of rotational symmetry of the debris cloud.

For example, the diameter of the debris cloud in test SN142 is 60 cm. The shortest

distance between the calibrated target plane in the center of the concrete slab (x-y

plane z=0) and the HS camera is 120 cm. Consequently, the maximum error of the

distance measurements is ±25 %.

Because the debris cloud is very dense in the test SN142, the debris behind the target

plane (x-y plane, z=0) is less likely to be tracked. Therefore the measured distances

are more likely to be too short and the derived velocities too slow. In tests with less

secondary debris, the debris cloud is not as dense. In these tests distance measurements

are equally likely to be too short or too long. This is particularly relevant for tests with

steel fiber reinforcement. However, the diameter of the debris cloud in these tests is also

significantly smaller, resulting in a smaller maximum error.

Assuming rotational symmetry, the error of the measured distances at the outer edge of

the debris cloud in the HS recording is much smaller because this debris is close to the

calibrated target plane (x-y plane, z=0).

To determine the velocities of the secondary debris, a tracking algorithm is applied to

the transformed recordings of HS camera 1+2. This algorithm detects characteristic

features in the HS recordings and follows these features between successive time steps

using optical flow [Lucas and Kanade, 1981], [Bouguet, 1999]. A flowchart of the tracking

algorithm developed can be found in the appendix section C.

In this context, a feature describes a unique pattern of adjacent pixels based on their

intensity/brightness values, rather than a discrete concrete fragment. The optical flow

then determines the movement of these features between successive time steps based

on the intensity/brightness gradients within the neighborhood of the associated pixels.

The underlying assumptions are that the intensity value of a feature does not change

between successive time steps, and that movements within the neighborhood of a pixel

are similar.

For additional robustness, an expected search location for a feature in the following time

step is prescribed based on the velocity and direction of movement of that feature in the

preceding time steps.
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During tracking, the algorithm continuously checks the quality of the tracked features

in successive time steps. This is done by applying the optical flow algorithm backwards

and comparing the position of the same feature from both time directions in the same

time step. If the calculated distance is greater than one pixel, the feature is discarded

from further tracking.

The algorithm also checks for new characteristic features at every fifth time step (1.0 ms)

and adds them to the list of tracked features.

In addition to the negative effects of light and dust, the shaking of the HS cameras poses

a challenge to the tracking algorithm. As a countermeasure, the velocity of each tracked

feature is averaged over all previous time steps.

To avoid tracking parts in the background, features with a x-velocity less than 0.1 m s−1

are discarded and the search area is restricted by a mask.

To eliminate tracking of swirled-up dirt not resulting from the concrete slab, features

with a movement outside of three times the standard deviation of the movement of all

features in the same time step are discarded. This excludes particles moving backward

and perpendicular to the main flight direction from tracking.

An example of the tracking performed using the HS recordings from HS camera 1+2 is

shown in figure 4.10 for test SN144. The dots mark the tracked features, with their color

representing the determined velocity, and the black dotted lines are the corresponding

trajectories.
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Figure 4.10.: Tracking of SN144
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In the first pretest SN80, the HS recording was not successful, so no tracking can be

done. Due to a slightly different setup, tracking in the tests SN82-SN129 is done by

a manually tracking of a small number of fragments using the Open Source Physics

Software Tracker. Starting from test SN130, automated tracking with optical flow is

used for all tests.

4.4.3. Digital image correlation - DIC

The evaluation of the DIC recordings is performed using the commercial software GOM

correlate 2020. No additional calibration was performed to validate the measurements

of the DIC recordings. The accuracy of the distance measurements can be estimated

based on the resolution of the HS recordings, which gives an accuracy of 1.8 mm px−1.

However, DIC measurements can evaluate the recordings in the sub pixel range, leading

to a much higher accuracy compared to just the pixel scaling alone. The scale deviation

calculated by the software used is 0.01 mm.

4.4.4. Debris collection

The resulting secondary debris was collected separately for each test. A vacuum cleaner

was used to ensure that very fine debris was also collected.

During transportation and storage, some of the collected secondary debris became wet

and therefore cannot be used to evaluate the total mass of the secondary debris. There-

fore, the total mass of the secondary debris is calculated using the volume of the spalling

crater measured from the 3D scans together with the density of the dry concrete mea-

sured on the test cubes.

In order to obtain the size distribution of the secondary debris on the protective side

of the concrete slab, the collected debris was sieved and the associated masses were

determined separately by size. The influence of the wetness of the debris is acceptable

for the size distribution as the proportions of the different debris sizes are evaluated

using relative masses with respect to the total mass of equally wet debris.
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4.5. Evaluation of the damaged areas

In this section, the different damaged areas are evaluated in terms of their influence on

the secondary debris. Firstly, the crushing crater is discussed as it reflects the direct

interaction of the explosive with the concrete slab. Then, the occurrence of a breach in

the tests performed is compared with threshold curves given in the literature. Finally,

the geometry of the spalling crater is discussed in detail, as this is the most important

region for the secondary debris. This includes an analysis of the underlying damage

mechanism as well as the mass and size distribution of the secondary debris fragments.

4.5.1. Crushing crater

The crushing crater is the region of the concrete structure where the induced pressure

occurs in the form of a shock wave that completely crushes the concrete. The shock wave

decays rapidly as it propagates through the concrete, resulting in a limited expansion of

the crushing crater. Once the peak pressure of the shock wave has been reduced below

the dynamic compressive strength of the concrete, it will only cause further damage after

it is reflected at the protective surface of the concrete slab, resulting in tensile stresses.

The dimensions of the crushing crater are of little relevance to the resulting secondary

debris on the protective side of a concrete slab. Nevertheless, they are evaluated because

they reflect the direct interaction of the explosive with the concrete. Also, in the case

of a breach, the depth of the crushing crater interacts directly with the depth of the

spalling crater.

Figure 4.11 shows the diameter dc (left) and the depth tc of the crushing crater (right) in

dependence on the TNT and spherical equivalent explosive mass WTNT,sp. The shapes

of the markers indicate whether a breach occurred in the test (circle) or not (triangle).

The values for the crushing crater depth were only measured up to an accuracy of 5 mm.

For better readability the markers are slightly offset in the horizontal direction.

The retrofit layer does not affect the dimensions of the crushing crater because it is

located on the protective side of the concrete slab and there was no breach in the

corresponding tests. Therefore, these tests are included in the evaluation of the crushing

crater as a concrete slabs without steel fibers.
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Figure 4.11.: Crushing crater diameter (left) and depth (right) over TNT and spherical
equivalent explosive mass

As expected, the average crushing crater diameter increases with increasing explosive

mass. For smaller explosive masses, there is a greater variation between the correspond-

ing tests, which decreases with increasing explosive mass. A dependence of the crushing

crater diameter on the occurrence of a breach (circles or triangles) cannot be identified.

The crushing crater depths in figure 4.11 (right) can be grouped into two different

situations. For all cases without a breach (triangles), the crushing crater depth increases

linearly with increasing TNT and spherical equivalent explosive mass WTNT,sp (dashed

line).

When a breach occurs, the crushing crater depth is defined as the distance from the

surface of the concrete slab to the location of the narrowest opening between the crushing

crater and the spalling crater. It is therefore also influenced by the size of the spalling

crater. In the tests presented, the location of the breach, and therefore the depth of

the crushing crater, is in all cases at a depth of approximately 6.5 cm from the loaded

surface of the concrete slab.

The location of the breach is likely to be influenced by the position of the rebar layer on

the detonation side. In order to be able to make reliable statements about the influence of

the rebar layer, additional tests with a variation of the rebar layer position are required.
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4.5.2. Breach

An important factor for the secondary debris is whether or not the concrete slab is

breached by the detonation. As this is a very characteristic feature of the damage from

a contact detonation, it is well suited for a comparison between different test series.

Figure 4.12 shows the occurrence of a breach in dependence on the spherical equivalent

explosive mass WTNT,sp and the concrete slab thickness T . The tests with a breach are

marked as dots and the tests without a breach are marked as triangles. The different

lines mark threshold curves from the literature for the occurrence of a breach, which will

be illustrated in the following.

[Morishita et al., 2000]

[van Amelsfort and Weerheijm, 1988]

[Dalton et al., 2014]

Figure 4.12.: Occurrence of a breach for tests without steel fibers including threshold
curves

In the present series of tests, a scaled concrete slab thickness of TW = 2.1 cm g−1/3 proves

to be a well suited threshold for the occurrence of a breach. For all tests with a scaled

thickness TW < 2.1 cm g−1/3, a breach can be observed. For the tests with a scaled

thickness TW > 2.1 cm g−1/3, there is no breach and only spalling on the protective side

of the concrete slab. This threshold is shown as a solid line in figure 4.12.

The criterion of a scaled concrete slab thickness as threshold for a breach has also been

employed by [Morishita et al., 2000] and [van Amelsfort and Weerheijm, 1988].

[Morishita et al., 2000] proposes a breach threshold scaled thickness of TW = 2.0 cm g−1/3

based on contact detonation tests on 10 cm thick normal strength concrete slabs with a

reinforcement ratio of 47.1 cm2/m2. The explosive charges were cylinders with explosive

masses of 111 g and 435 g of Pentolite (50 %TNT and 50 % PETN by mass). The given

threshold is already given in terms of a TNT equivalent explosive mass. The explosive
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charges were attached flush with one of their flat surfaces to the surface of the concrete

slabs and had a L/D ratio of 1.0. This L/D ratio results in a spherical equivalence factor

of 1.03 based on the energy equivalent impulse in section 3.3. The resulting threshold

curve including the equivalence factor for the L/D ratio is shown as a dashed line in

figure 4.12.

[van Amelsfort and Weerheijm, 1988] proposes a breach threshold scaled thickness of

TW = 1.35 cm g−1/3 based on a series of contact detonation tests on normal strength

concrete slabs with a thickness of 6 cm and a reinforcement ratio of 195 cm2/m2. The

explosives were hemispherical charges with their flat surface attached to the surface of

the concrete slabs. The charges had masses between 70 g and 90 g of PETN (80 %). To

relate this explosive to TNT [Jeremic and Bajic, 2006] gives a TNT equivalency factor

of 1.08 for PETN (80 %) based on the heat of detonation.

For a comparison with the test series in this work, an equivalence factor for the charge

geometry is derived analogous to the procedure described in section 3. This factor relates

the spherical charges to equivalent hemispherical charges on the basis of the energy

equivalent impulse. In the tests of [van Amelsfort and Weerheijm, 1988], no information

is given on how and where the explosive charges were initiated. Therefore, it is assumed

that the hemispherical charges were initiated at the point on the surface of the explosive

charge furthest from the concrete slab. The derived equivalence factor can be found

in the appendix section G.2. The resulting curve for the threshold criterion TW =

1.35 cm g−1/3 using an energy equivalent hemispherical charge and the TNT equivalency

factor for PETN is shown as a dotted line in figure 4.12.

UFC 3-340-02 [Dalton et al., 2014] provides a threshold thickness tb,ufc for the occurrence

of a breach, calculated from a spalling parameter Ψ and the distance R between the

surface of the concrete slab and the center of the explosive charge. The associated

empirical equations (4.3) - (4.5) refer to imperial units.

tb,ufc =
R

a+ bΨ + cΨ2
(4.3)

Where a = 0.028 205, b = 0.144 308, c = 0.049 265 are dimensionless parameters and R

is the distance between the center of the explosive charge and the surface of the concrete

slab. For the presented comparison R is chosen as the radius of the equivalent spherical

charge.
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The spalling parameter Ψ for contact charges is given by:

Ψ = 0.527R0.972 f 0.308
c W−0.341

adj (4.4)

Where fc is the unconfined compressive strength (cylinder) of the concrete and Wadj is

the TNT equivalent mass of a hemispherical surface charge giving an equivalent total

impulse. This equivalent hemispherical charge is oriented with its flat surface perpen-

dicular to the surface of the concrete slab and can be calculated by:

Wadj = Bf Cf Wtnt (4.5)

In this, the burst configuration factor Bf corrects the explosive mass to that of an

equivalent surface burst. For the presented comparison this factor is set to 0.5.

The cylindrical charge factor Cf is used to account for the L/D ratio of a cylindrical

charge, which is oriented side-on to the concrete surface. Since the charges in the

presented test series are oriented end-on to the concrete surface, this factor is set to

Cf = 1.0, which is the suggested value for all other cases in [Dalton et al., 2014]. The

resulting threshold curve is shown as dash-dotted line in figure 4.12.

When comparing the different threshold curves, it can be seen that the threshold curve

of [Morishita et al., 2000] agrees very well with the presented test series. This is due

to the fact that although the explosive mass and the thickness of the concrete slabs are

slightly smaller when compared to the presented test, the orientation and geometry of

the explosive charge as well as the reinforcement ratio are very similar to the presented

tests.

The threshold curve of [van Amelsfort and Weerheijm, 1988] significantly underestimates

the required thickness of a concrete slab to avoid breaching when compared to the

presented tests. A possible reason for this is that although the type and geometry of

the explosive charge are taken into account by the respective equivalence factors, the

explosive mass and concrete slab thickness are much smaller than in the presented test.

In addition, the reinforcement ratio is more than four times that of the presented test

series. Therefore, tests with different reinforcement ratios and charge geometries are

required for a thorough analysis.
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The threshold curve of [Dalton et al., 2014] slightly underestimates the required thickness

of a concrete slab to avoid breaching when compared to the presented tests. Probably

the most important influence for this deviation is the different shape of the explosive

charge. With an increased factor Cf = 1.5, the threshold curve of [Dalton et al., 2014]

is almost identical to the presented threshold of TW = 2.1 cm g−1/3.

4.5.3. Spalling crater

Figure 4.13 shows the diameter of the spalling crater ds for the tests without steel

fibers over the scaled concrete slab thickness TW . The shape of the markers indicates

the TNT and spherical equivalent mass of the explosive, and the color indicates the

thickness of the concrete slab. This representation was chosen because it reflects the

explosive mass and the thickness of the concrete slab in relation to the threshold for a

breach (TW = 2.1 cm g−1/3).
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Figure 4.13.: Diameter of the spalling crater ds over scale thickness TW of the concrete
slabs

An increasing spalling crater diameter ds with increasing scaled thickness of the concrete

slab TW can be observed in figure 4.13. This increase of the damaged area with increasing

scaled thickness seems contradictory at first, but is due to the fact that the pressure

wave can spread over a larger area when propagating through a thicker concrete slab.

Therefore, the dominant influence on the diameter of the spalling crater is the thickness

of the concrete slab and not the explosive mass.
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When the groups of tests with the same concrete slab thickness are analyzed separately,

a decreasing trend of the spalling diameter can be observed as the scaled thickness

increases. This effect is caused by the influence of the explosive mass, since a smaller

explosive mass results in a greater scaled thickness. However, for the range tested,

the influence of the explosive mass on the spalling diameter is small compared to the

influence of the concrete slab thickness.

Test SN82 has a smaller diameter than would be expected when compared to the

other tests. One reason for this could be the proximity to the breach threshold TW =

2.1 cm g−1/3, which leads to more pronounced variations in the dimensions of the spalling

crater. Another reason could be that this concrete slab was part of the pretest series

and was produced by a different manufacturer. It is unclear how this could affect the

resulting shape of the spalling crater as the parameters of the concrete are very similar

to the other tests. However, it is important to note that the concrete slabs in the pretest

series had a much shorter curing time compared to the concrete slabs in the main test

series (appendix figure A.1).

To evaluate the shape and depth of the spalling crater, figure 4.14 shows the rota-

tionally symmetric shapes of the spalling craters for the different scaled concrete slab

thicknesses. On the left are the tests with a breach and on the right the tests without a

breach.

These shapes were determined using the procedure described in section 4.4.1 and aver-

aged over the tests of the same type in order to reduce the influence of experimental

variations. Test SN82 was excluded from this averaging, because it shows a strongly

deviating shape for which the reason could not be clearly determined. An overview of

all tests is given in the appendix section B.2.
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Figure 4.14.: Rotationally symmetric shapes of the spalling craters without steel fibers
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The tests performed give a good representation of the development of the spalling crater

with increasing scaled thickness. The shape of the spalling crater is almost straight for a

scaled thickness of TW = 1.63 cm g−1/3. As the scaled thickness increases, the influence

of the rebar becomes more dominant, resulting in a flatter shape of the spalling crater

above the rebar layer (x &−4.5 cm).

In this context, a comparison between the tests with an explosive mass of 1500 g and a

breach shows the influence of the scaled thickness very well (figure 4.14, left). Between

the two cases (t = 20 cm dashed line and t = 25 cm dotted line), the radius of the

spalling crater above the rebar layer (x &−4.5 cm) increases with increasing concrete

slab thickness. At the same time, the radius of the breach decreases with increasing

scaled thickness and the shape of the spalling crater approaches the shape without a

breach (figure 4.14, right: TW = 2.16 cm g−1/3).

The threshold for a breach is reached between the scaled thickness of 2.04 cm g−1/3 and

2.16 cm g−1/3. For all tests without a breach (figure 4.14, right) the slope of the spalling

crater above the rebar layer is very similar with an average angle of about 18° against

the surface of the concrete slab.

In almost all cases without a breach, the depth of the spalling crater is limited by the

position of the rebar relative to the surface of the concrete slab. The only exception is

the test with a scaled thickness of TW = 2.16 cm g−1/3 (only one test available), which

is slightly above the breach threshold of TW = 2.1 cm g−1/3. This test shows a greater

depth of the spalling crater below the rebar layer. However, as can be seen in figure 4.15,

most of the concrete below the rebar was retained by the rebar during the detonation

test and only fell out afterwards.

Although this effect is more pronounced near the breach threshold of TW = 2.1 cm g−1/3,

cracked but still attached concrete below the rebar layer can also be found at larger

scaled thicknesses. However, this concrete is not relevant for the secondary debris, as in

cases without a breach the secondary debris consists mainly of concrete fragments from

above the rebar layer.
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Figure 4.15.: Protective side of test SN175 (TW = 2.16 cm g−1/3) directly after the tests
and after removal of loose parts

4.5.4. Damage mechanism

To better analyze the underlying damage mechanism, some concrete slabs were cut along

their horizontal centerline (z-axis). Figure 4.16 shows the resulting cross-sections of

two concrete slabs, representing the situations with a breach (SN130, top) and without

a breach (SN131, bottom). The corresponding sections from the 3D scans (without

rotationally symmetric approximation) are included as red lines.

For the case without a breach (SN131, bottom), the section from the 3D scan of test

SN175 (figure 4.15) is added as a blue line. Tests SN131 and SN175 were both loaded

with 1000 g of SEMTEX10, but have a different concrete slab thicknesses (SN130: 30 cm,

SN175: 25 cm).

Figure 4.16 shows that the concrete is more damaged than can be seen from the surface.

This effect is much more pronounced in the region of tensile failure (spalling crater),

which is particularly evident in the situation without a breach (SN131, bottom). The

area of compressive failure directly beneath the explosive (crushing crater) is almost

exclusively confined to the damaged area visible from the surface.

Between the crushing crater and the spalling crater is a region of visually intact concrete.

In order to assess the properties of the concrete in this region, a drill core was taken from

this region in the center of the reinforced concrete slab. This revealed that although the

concrete in the center of the reinforced concrete slab appears visually intact, the concrete
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Figure 4.16.: Horizontal cross section of test SN130 (top, no breach) and test SN131
(bottom, with breach) including measurements from 3D scans

structure was permanently damaged by the detonation. It was not possible to determine

the static parameters from the existing drill core as it had largely disintegrated into

individual parts during drilling. Whether the damage in this area was caused by the

initiated shock wave or by the reflected tensile wave cannot be readily determined.

In both cases, with a breach (SN130, top) and without a breach (SN131, bottom), there

are cracks starting from the lower part of the spalling crater and propagating outwards.

The propagation of these cracks appears to be influenced by the location of the rebars,

which represent a weakening of the concrete structure.

In the case without a breach (SN131, bottom), there is an area of heavily cracked concrete

directly below the rebar layer that extends up to a depth of about −15 cm. This region

correlates well with the shape of the spalling crater of test SN175 (blue line), in which

most of the cracked concrete below the rebar fell out when the concrete slab was removed

from the test setup (figure4.16). As mentioned before, test SN175 was loaded by the

same explosive mass but the concrete slab has a thickness of 25 cm instead of 30 cm.
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It is expected that most of the cracked concrete in the region below the rebar layer

would have detached without the rebars resulting in a similar spalling crater for both

situations. The retaining effect of the rebar layer can be explained by the development

of a vault-like structure in the damaged concrete, which can still carry some load under

compression while being supported by the rebar.

The shape of the spalling crater, including the crushed concrete below the rebar, is very

similar in the tests loaded with the same explosive mass but with different concrete slab

thicknesses (SN131 and SN175). This indicates that the explosive mass is the determin-

ing factor for the depth of the spalling crater. Unfortunately, not enough concrete slabs

were cut in this series of tests to make reliable statements about this.

4.5.5. Mass and size-distribution of the secondary debris

For a more thorough evaluation of the dependence of the spalling crater on the explosive

mass, figure 4.17 (left) shows the total mass of the secondary debris over the TNT and

spherical equivalent explosive mass separately for each test. As explained in section 4.4.4,

the total mass of the secondary debris is determined from the 3D scans and therefore

includes some of the concrete retained by the rebar layer. However, as can be seen from

the cross-section of test SN131 in figure 4.16, in most cases only a small proportion of

the retained concrete was identified as loose prior to the 3D scans.

Figure 4.17 (right) shows the size distribution of the collected secondary debris from the

protective side of the concrete slab in context with the occurrence of a breach.

In cases with a breach, almost all of the damaged concrete is propelled away from the

concrete slab in the form of secondary debris. This is reflected by a significant increase

in the total mass of the secondary debris as the explosive mass increases.

In the tests with 1500 g of SEMTEX10 (WTNT,sp = 1841 g), the total mass of the sec-

ondary debris is very similar for the concrete slab thicknesses of 20 cm and 25 cm (with

breach). This again indicates, that the total mass of the secondary debris in cases with a

breach is mainly dependent on the explosive mass and less on the concrete slab thickness.

In case of no breach the increase in the total mass of secondary debris with increasing

explosive mass is not as pronounced. This is mainly attributed to the retaining effect

of the rebar layer. For the tested range, the depth of the spalling crater relevant for the
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Figure 4.17.: Mass of secondary debris from spalling crater over the TNT and spherical
equivalent explosive mass (left), size distribution of the secondary debris
on the protective side of the concrete slab (right)

secondary debris is always limited by the rebar layer in cases without a breach.

The diameter of the spalling crater in the tested range is much more dependent on the

thickness of the concrete slab than on the explosive mass. Also, all the tests without a

breach, but SN175 (25 cm, 1000 g), are 30 cm thick concrete slabs. Therefore, the tests

without a breach show a very similar diameter of the spalling crater, which is reflected

in a similar total volume/mass of the secondary debris.

Following the principle of conservation of energy, the different explosive masses must be

reflected in the damaged volume below the rebar and/or in the velocity of the secondary

debris. It is expected that the mass of the secondary debris, including the damaged

concrete below the rebar, will have a similar dependence on the explosive mass as in the

cases with a breach. Further testing is required to confirm this conclusion.

The influence of the rebar is apparent in the relatively large variation of the total sec-

ondary debris mass in the tests SN143 and SN145, as well as SN146 and SN147. In

these tests, the concrete cover deviates from the planned 35 mm, which is reflected by

the total mass of the secondary debris. In test SN143 the concrete cover is 5 mm too

small and in tests SN145 and SN146 it is 10 mm too large.

From figure 4.17 (right) it can be seen, that the size-distribution of the secondary debris

changes completely depending on the occurrence of a breach. Without a breach, ∼60 %

of the secondary debris consists of fragments larger than 40 mm and only ∼15 % has a



4.5. Evaluation of the damaged areas 87

size smaller than 10 mm. With a breach, this relation flips, and ∼50 % of the debris is

smaller than 10 mm, while only ∼25 % consists of fragments larger than 40 mm.

It is concluded that the rebar has a very strong influence on the total mass of the

secondary debris as long as no breach occurs. If a breach occurs, the concrete is so

heavily fragmented that the rebar can no longer retain the concrete and therefore loses

most of its influence.

4.5.6. Summary

In cases without a breach the depth of the spalling crater increases linearly with increas-

ing TNT and spherical equivalent explosive mass. When the concrete slab is breached

by the detonation, this location is at a depth of approximately 6.5 cm from the loaded

surface of the concrete slab in the tests presented.

The experimental results show that a scaled thickness of TW = 2.1 cm g−1/3 is a well

suited threshold for the occurrence of a breach. This threshold is compared with other

test series from the literature. A good agreement can be found with the breach threshold

by [Morishita et al., 2000], which is based on a test series with parameters very similar to

the presented tests. The breach thresholds by [van Amelsfort and Weerheijm, 1988] and

[Dalton et al., 2014] underestimate the required thickness of the concrete slab compared

to the presented tests. This is probably due to a different shape and arrangement of

the explosive charges and a much larger reinforcement ratio. Further experimental tests

with a variation of the reinforcement ratio and the charge geometry are required for a

thorough analysis of the respective influences.

The tests presented show that the diameter of the spalling crater is more dependent

on the thickness of the concrete slab. The depth of the spalling crater, including the

crushed concrete below the rebar layer, is more dependent on the explosive mass.

The influence of the rebar layer on the shape of the spalling crater increases with in-

creasing scaled thickness. This results in a flattened shape of the spalling crater above

the rebar layer. For all tests without a breach, the average slope of the spalling crater

against the surface of the concrete slab is approximately 18°.

The depth of the spalling crater relevant for the secondary debris is limited by the rebar

layer in all tests without a breach. Therefore, the damage below the rebar layer is only
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relevant for the secondary debris if a breach occurs.

The size distribution of the secondary debris fragments is flipped as soon as a breach

occurs. With a breach, more of the secondary debris consists of small fragments, whereas

in cases without a breach, the larger fragments have a greater proportion by mass.

4.6. Velocity of the secondary debris

To evaluate the velocity of the secondary debris, figure 4.18 shows the HS recordings

from the side (HS camera 1+2) for selected tests. The blue dots mark the locations of

the tracked features. The red dots mark the features whose mean x-velocity is given in

the upper right corner of each image. The time step shown represents the end of the

tracking performed and is given in the bottom right corner of the corresponding image.

Especially for larger scaled thicknesses, the trajectory of the tracked features is affected

by the rotation of larger debris fragments. As a result, the tracked features move slower

than the center of mass of the associated debris fragments, which can even result in an

apparent backward motion. Tests where this behavior is very pronounced are not well

suited to represent the x-velocity, especially in the outer regions of the debris cloud.

The tests shown in figure 4.21 have been selected to give a good representation of the

series of tests, and the associated HS recordings allow very complete tracking without too

much interference from rotating fragments. The upper two images show tests including

a breach in the concrete slab, and the lower two images show tests where only spalling

occurred without a breach. The same tests are used throughout this section to illustrate

the behavior of the entire test series. An overview of the HS recordings for tracking of

all tests can be found in the appendix section C.

There is less secondary debris as the scaled thickness of the concrete slab increases.

At the same time, the individual debris fragments become larger and the maximum x-

velocity at the tip of the debris cloud decreases with increasing scaled thickness. These

effects are evaluated quantitatively below.
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Figure 4.18.: Secondary debris for selected tests

4.6.1. Velocity in y-direction / radial direction

To obtain information about the direction of flight of the secondary debris, figure 4.19

(left) shows the angle of the resulting velocity (vx + vy) relative to the x-axis along with

a linear regression line for SN174. Figure 4.19 (right) shows analogue regression lines

for all tests including an averaged regression line.

This shows that the motion of the debris is dominant in the x-direction, as the majority

of the debris moves at an angle less than 20° relative to the x-axis. This trend is very

similar for all tests with an increasing angle of the resulting velocity with increasing

radial distance from the center. The following evaluations will focus on the x-velocity

of the secondary debris as it is the decisive factor in terms of the impact on people and

technical installations on the protective side of a concrete slab.

The tests SN130 and SN132 show significantly smaller and larger angles of the result-

ing velocities. This is due to the rotation of larger debris fragments, which strongly

influenced the tracking in these tests.
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4.6.2. Maximum x-velocity

Figure 4.20 shows the maximum x-velocity vx,max of the tracked debris fragments over

the inverse of the scaled thickness TW for the tests without steel fibers. The color of the

markers indicates the concrete slab thickness, and the shape of the markers indicates

the TNT and spherical equivalent explosive mass.

The maximum x-velocity is calculated as the average x-velocity of all tracked debris

fragments that are within an x-distance of 100 mm from the tip of the debris cloud at

the end of tracking (red dots in figure 4.18).
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Figure 4.20.: Maximum x-velocity for tests without steel fibers
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The inverse of the scaled thickness, including the influence of the L/D ratio of the

explosive charge (see section 3.3), provides a useful linear relation with respect to the

maximum x-velocity of the secondary debris measured in the experimental tests. The

resulting coefficient of determination R2 between this linear approximation and the mea-

sured velocities is R2 = 0.99. A representation without the introduced scaling factor can

be found in section 3.3.

The variation in the measured maximum x-velocities between analogue tests is small

compared to the dimensions of the damaged areas. This indicates that the maximum

x-velocity is less affected by the material inhomogeneity and the rebar location than the

resulting damage.

4.6.3. Spatial x-velocity distribution

The secondary debris is not just a single fragment, but a cloud of multiple fragments with

different velocities. To get an idea of the spatial x-velocity distribution within the debris

cloud, figure 4.21 shows the x-velocities of the tracked features over the y-coordinate.

The y-coordinate from the HS recordings can also be interpreted as the radial coordinate

r, assuming rotational symmetry.

The horizontal axis in figure 4.21 represents the original y-coordinate of the features

in the concrete slab prior to the detonation. This coordinate is determined by tracing

each feature back to an x-coordinate of zero. For this, it is assumed that the velocity in

x-direction is constant (no drag) and only gravity changes the trajectory of each feature

in the vertical y-direction. However, the influence of gravity is only marginal for the

time frame observed.

As explained in section 4.4.2, the tracked x-velocity is only correct for fragments at the

outer edge of the recorded debris cloud, since the associated features are close to the

calibrated target plane. To evaluate the spatial x-velocity distribution, it is approxi-

mated by an enveloping curve. The basis for this curve is given by the pseudo-Voigt

function V (r), which is a bell-shaped curve resulting from a linear combination of the

Gaussian distribution G(r) and the Lorentzian distribution L(r). These curves are given

as a function of the radial distance r from the center of the spalling crater, which for

the tracked features is given by the y-coordinate.
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V (r) = Λ · (η · L(r) + (1− η) ·G(r)) (4.6)

with:

L(r) =
Γ2

Γ2 + r2
(4.7)

G(r) = e−r
2/(2σ2) (4.8)

Here Λ is the peak height of the curve given by the maximum x-velocity and η specifies

the ratio of both functions set to eta = 0.25. The shape parameter σ controls the width

of the Gaussian part and is determined based on the width w of the point cloud at half

of the peak height (maximum x-velocity):

σ =
w

2 · (2 ln 2)1/2
(4.9)

For the present approximation, the width w is determined by the difference between the

maximum and minimum y-coordinate of the tracked velocities within a region of ± 5 %

around Λ/2. This region is marked in figure 4.21 by a gray box with width w. The

width Γ of the Lorentzian part L(r) is calculated as Γ = σ/2 to give the resulting curve

a more pointed shape.

To validate the approximated spatial x-velocity distribution it is compared to the frag-

mentation process in section 4.7. For this purpose, two characteristic points are marked

on the velocity distributions in figure 4.21. The red points mark the radii of the averaged

spalling craters determined from the 3D scans (figure 4.13). The average x-velocity at

these points in the conducted test is 1.0 m s−1.

The blue dots in figure 4.21 are the locations of the maximum curvatures of the deforma-

tions calculated according to equation (4.10). The deformations are approximated based

on the derived velocity distributions and the time steps shown in figure 4.23, which are

selected to show a complete fracture pattern of the respective test.
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κ =
d2u

dr2
·

(
1 +

(
du

dr

)2
)−3/2

(4.10)

As described in [Gensichen, 2006], the calculation of a curvature is only meaningful if the

two axes defining the curve have the same physical units. Therefore, the locations of the

maximum curvatures are determined from the resulting deformations and not directly

from the velocity distributions shown in figure 4.21. For the selected time frame, the

deformations are small compared to the radial dimensions of the spalling craters. As

a result, the radial locations of the maximum curvatures of the deformations and the

maxima of the second derivatives of the velocity distributions are very similar. Because

the axes in figure 4.21 are scaled for better visualization, this location appears shifted.

0

20

40

60

80
20 cm, 1500 g, 1.63 cm. g 1/3, 0.0 Vol. %

SN174
(23.8,12.2) (34.1, 2.6)

0

10

20

30

40

50
25 cm, 2000 g, 1.97 cm. g 1/3, 0.0 Vol. %

SN144
(26.8,8.1)

(44.1, 0.8)

60 40 20 0 20 40 60
0

10

20

30 cm, 2000 g, 2.36 cm. g 1/3, 0.0 Vol. %

SN147
(29.2,4.2) (41.0, 1.1)

60 40 20 0 20 40 60
0

5

10

15

30 cm, 1000 g, 2.59 cm. g 1/3, 0.0 Vol. %

SN131
(31.7,2.6) (41.4, 0.9)

y-coord. / radius [cm]

v x
[m

.s
1 ]

Figure 4.21.: Approximated distribution of the x-velocity

The fitted x-velocity distribution depends on the maximum x-velocity and the parameter

σ for the width of the distribution at half of the maximum x-velocity in equation (4.9).

To make predictions for similar situations, the maximum x-velocity as a function of the

scaled thickness Tw can be determined from the regression line in figure 4.20. To derive
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a similar dependence for σ, this parameter is plotted against the scaled thickness of the

concrete slab in figure 4.22 for the tests without steel fibers.
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Figure 4.22.: Parameter σ for velocity distribution over scaled thickness of concrete slabs

The tests marked in gray are excluded from the calculation of the regression line. In

these tests, the tracking was too disturbed by larger rotating debris fragments, leading to

incorrect x-velocities, especially in the outer regions of the debris cloud. The agreement

between the measured values for σ and the approximated regression line is considered

satisfactory for the following evaluations.

The current tests indicate that the parameter σ is influenced by the concrete cover of

the rebar. However, there is not enough data available to quantify this influence.

Plots for all tests with the approximated x-velocity distributions can be found in the

appendix section C. In this, the approximated x-velocity distributions are calculated

based on the derived regression lines for the width σ in figure 4.22 and the maximum

x-velocity in figure 4.20.

4.6.4. Summary

The velocity of the secondary debris was determined to be dominant in the x-direction,

since the majority of the secondary debris moves at angles less than 20°.

A linear relation was found between the maximum x-velocity of the secondary debris

and the scaled thickness. This relation allows a simplified assessment of the impact of
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the secondary debris on people and technical installations.

The spatial x-velocity distribution of the secondary debris in the radial direction was

approximated by an enveloping curve. This allows a better description of x-velocity for

further evaluations.

The parameters of this spatial x-velocity distribution are the maximum x-velocity and

the width of the spatial x-velocity distribution at half of the maximum x-velocity. The

maximum x-velocity can be approximated by the linear relation in dependence on the

scaled thickness derived in section 4.6.2. For the width parameter σ, a similar linear

relation based on the scaled thickness was derived for further use.

4.7. Fragmentation process of the secondary debris

To validate the determined spatial x-velocity distributions from figure 4.21, they are

compared with the fragmentation process of the secondary debris. For this purpose,

figure 4.23 shows the HS recordings of the protective surfaces of the concrete slabs in

the corresponding tests. Again, the upper two images show tests with a breach and the

lower two images show tests without a breach. The time steps are chosen to show a

complete fracture pattern with a central deformation in the x-direction of about 15 cm.

The red circles correspond to the measured diameters of the spalling craters. The blue

circles are the locations of the maximum curvatures of the displacements approximated

from the velocity distributions and the time steps shown in figure 4.23.

The tips of the debris clouds are slightly shifted to the right and up in figure 4.23. This

is due to the perspective of the HS camera relative to the concrete slabs. Using the

method described in section 4.4.2, the resulting distortion is compensated so that the

distances on the surface of the concrete slab are accurately represented.

It can be seen from figure 4.23, that there are two distinct regions in the formation of

the secondary debris. These two regions are separated by an additional circumferential

crack that correlates well with the location of the maximum curvature of the deformation

derived from the x-velocity distribution (blue circle). In all cases, the center of the debris

cloud with the fastest x-velocity consists of heavily fragmented small concrete pieces.

Outside of this central region, there is a steep velocity gradient in the radial direction
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Figure 4.23.: Fragmentation process of the secondary debris

up to the blue circle.

In cases with a breach (Tw < 2.1 cm g−1/3) the region inside the blue circle consists of

small fragments that become larger with an increasing scaled thickness. In cases without

a breach (Tw > 2.1 cm g−1/3) the debris fragments are much larger with only a few radial

cracks. These radial cracks are mainly caused by the different deformations resulting

from the x-velocity gradient between the inner and outer regions of the spalled region.
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These different deformations cause circumferential tensile stresses in the spalled sec-

ondary debris and thus radial cracking. The resulting larger secondary debris fragments

fly away while rotating around their center of mass due to the velocity gradient between

the inner and outer regions.

The two different regions are most pronounced in case of the scaled thickness Tw =

1.97 cm g−1/3 with a breach. While the additional circumferential crack (blue circle) is

still visible in the case of the scaled thickness Tw = 2.36 cm g−1/3, it is hardly noticeable

in the case of the largest scaled thickness Tw = 2.59 cm g−1/3. This indicates a more

uniform distribution of the x-velocity in the radial direction. It is also reflected by the

continuous approach of the maximum curvature (blue circle) with the outer diameter of

the spalling crater (red circle) with increasing scaled thickness.

In the region outside the blue circle, the x-velocity is slower than inside the blue circle and

the concrete is significantly less fragmented. The tests performed indicate a correlation

between the location of the additional circumferential crack (blue circle) and the position

of the rebar layer relative to the surface of the concrete slab. To illustrate this correlation

figure 4.24 shows the corresponding spalling craters after the test together with the

location of the maximum curvature.

The location of the maximum curvature (blue circle) is almost identical to the location

where the surface of the spalling crater intersects the rebar layer. It is expected that a

variation of the concrete cover has an influence on the fracture process in the region of the

spalling crater and therefore on the size of the individual fragments (see section 4.5.5).

The concrete cover was kept approximately constant throughout the test series. Only

the tests with the retrofit layer have a significantly greater concrete cover due to the

manufacturing process. This allows a first evaluation of the influence of a varying con-

crete cover. This influence will be discussed together with the DIC recordings of the

retrofit layer in the section 4.10.

It is concluded that the distribution according to equation (4.6) can approximate the

radial x-velocity distribution of the experimental tests very well. A comparison with

the DIC measurements from the tests with steel fiber reinforcement can be found in

section 4.10.
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Figure 4.24.: Influence of rebar on fragmentation and x-velocity distribution

4.7.1. Summary

The fragmentation process was compared with the x-velocity distribution derived in sec-

tion 4.6.3. Two regions were identified with a circumferential crack in between them.

This crack was shown to correlate with the maximum curvature derived from the ap-

proximated x-velocity distribution.
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The first region identified in the center of the spalling crater shows heavily crushed

concrete with a steep outward x-velocity gradient of the secondary debris fragments.

The concrete in this region has predominantly radial cracks and the size of the individual

fragments increases with increasing scaled thickness. The origin of these cracks has been

attributed to the steep x-velocity gradient and the resulting deformation of the spalled

concrete.

The second region identified at the border of the spalling crater has lower x-velocities

than in the first region and the concrete is significantly less fragmented. In this region

the surface of the spalling crater is completely above the rebar layer.

The experimental tests indicate that the transition between these two regions is corre-

lated with the location of the rebar layer in the concrete slab. Further experiments are

required to quantify this relation.

4.8. Kinetic energy of the secondary debris

The total kinetic energy of the entire secondary debris cloud can be derived from the

approximation of the spatial x-velocity distribution according to equation (4.6) and the

shapes of the spalling craters in figure 4.14. For this purpose, it is assumed that the

x-velocity is constant in the depth direction of the concrete slab.

While the assumption of a constant x-velocity in the depth direction of the concrete slab

is considered well suited for situations without a breach, a decrease in velocity below the

rebar layer is expected for situations with a breach. Since the velocity distribution in

the depth direction cannot be determined experimentally, it is further discussed together

with the numerical simulations in chapter 5.

An example of the resulting x-velocity distribution over the rotationally symmetric shape

of the spalling crater is shown for test SN144 in figure 4.25 (right). The total kinetic en-

ergy is then calculated by numerical integration of the rotationally symmetric x-velocity

distribution over the volume of the spalling crater according to equation (4.11).

Ekin =

∫ R

0

∫ x(r)

0

2 r π

(
1

2
ρ vx(r, x)2

)
dx dr (4.11)
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Where ρ is the density of the concrete, r is the location in radial direction, x is the

location in depth direction, and vx(r, x) is the x-velocity at the respective locations. The

integral is calculated from the center of the spalling crater up to the maximum radius R

and the corresponding depths x(r) according to the rotational symmetric approximated

shapes of the spalling craters (figure 4.14).

The resulting total kinetic energy in dependence on the scaled thickness is shown in

figure 4.25 (left) separately for all tests without steel fibers.
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Figure 4.25.: Total kinetic energy over scaled thickness (left), velocity distribution SN144
(right)

The kinetic energy can be compared to the impacting explosive load using the energy

equivalent impulse described in section 3.3. For this, the energy equivalent impulses of

the explosive charges IEk,Expl. and the resulting secondary debris IEk,Deb. are calculated

according to equation (3.13). The resulting ratios of the corresponding energy equivalent

impulses for all experimental tests without steel fibers are shown in figure 4.26.

It is important to keep in mind that the load from the explosive is based on the reflection

at a perfectly rigid surface (see section 3.3) and the energy equivalent impulse of the

secondary debris is based on the assumption of a constant spatial x-velocity distribution

in the depth direction of the concrete slab.

From figure 4.26 it can be seen that for the 20 cm thick concrete slabs almost all of the

energy transferred from the explosive charge to the concrete slab is contained in the

resulting secondary debris. This ratio decreases with increasing scaled thickness down

to a reduction of approximately 20 % for the 30 cm thick concrete slabs.
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Figure 4.26.: Relative energy equivalent impulse

According to the included regression line, a scaled thickness of TW = 2.6 cm g−1/3

would result in no secondary debris. This threshold is quite similar to the threshold

of TW = 3.0 cm g−1/3 determined from the regression line for the maximum x-velocity in

figure 4.20 (see also appendix section G.1).

Based on the observed influence of the rebar layer on the secondary debris, a small

concrete cover reduces the depth of the spalling crater but widens the region with high

velocities. The fastest velocities are in the center of the spalling crater, and velocity has

a much greater influence (quadratic) on the kinetic energy of the secondary debris than

the mass (linear). Therefore, reducing the depth of the spalling crater at its center by

reducing the concrete cover is expected to be beneficial in reducing the kinetic energy

of the secondary debris. Further experiments are required to quantify this relation.

The derived kinetic energy can be used to quantify the impact of the entire secondary

debris cloud on humans and technical installations, which will be discussed in chapter 6.

In the following section, the kinetic energy is used to quantitatively assess the influence

of the steel fibers on the secondary debris.
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4.9. Influence of steel fibers

4.9.1. Damage and fracturing

This section evaluates the influence of steel fibers in the concrete on the resulting sec-

ondary debris. For a first qualitative assessment, figure 4.27 shows the damage at the

protective surface of steel fiber reinforced concrete slabs that have been loaded with

2000 g of SEMTEX10. The red lines indicate area equivalent circles of the areas sur-

rounded by the outermost circumferential cracks. Analogous plots for the other tests

can be found in the appendix section B.

Figure 4.27 shows that the outer dimension of the spalling crater visible from the sur-

face decreases continuously up to a steel fiber content of 1.0 Vol % in case of 2000 g of

SEMTEX10. A further increase of the steel fiber content to 2.0 Vol % has no effect on

the outer dimension of the spalling crater. This limiting diameter for steel fiber contents

of 1.0 Vol % and 2.0 Vol % (lower two images in figure 4.27) is very similar to the region

where the depth of the spalling crater is limited by the rebar layer in the case without

steel fibers (upper left in figure 4.27).

As the steel fiber content increases, more and more concrete within the spalling crater

is retained by the steel fibers. Consequently, the important quantity for the secondary

debris is not the outer dimension of the spalling crater, but the total amount of secondary

debris detached from the concrete slab.

For a quantitative assessment, figure 4.28 (left) shows the relative reduction of the

spalling crater diameter dS in dependence on the steel fiber content for the two tested

explosive masses (1500 g and 2000 g).

In order to evaluate the total amount of secondary debris retained by the steel fibers,

figure 4.28 (right) shows the relative total mass of the secondary debris. This mass

consists of the secondary debris collected after the detonation tests. Therefore, it only

includes fragments that detached from the concrete slab and not the visually loose

fragments that were removed prior to the 3D scans.

The data points in the graphs represent the mean masses of the corresponding tests, with

a vertical line indicating the results of each individual test. All values are normalized

by the corresponding masses of the tests without steel fibers.
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Figure 4.27.: Influence of steel fibers on spalling crater
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Figure 4.28.: Normalized spalling crater diameters (left) and normalized total secondary
debris mass (right) over the steel fiber content

For both explosive masses, the outer diameter of the spalling crater decreases continu-

ously down to a diameter that is about 70 % of the spalling crater without steel fibers

(figure 4.28, left). As mentioned above, this reduction correlates with the region where

the depth of the spalling crater is limited by the rebar layer. In the case of 2000 g of

SEMTEX10, the limiting reduction of 70 % is reached earlier, at a steel fiber content of

1.0 Vol %. With an explosive mass of 1500 g, a similar reduction of the spalling crater is

only achieved with a steel fiber content of 2.0 Vol %.

When the maximum reduction of 70 % is reached, the spalling crater no longer has a

circular shape, but is reduced to single cracks. This is particularly relevant for 1500 g

of SEMTEX10 with steel fiber contents of 1.0 Vol % and 2.0 Vol %. Here, the outer di-

mensions of the spalling craters are vague and difficult to determine by visual inspection

from the surface (see appendix section B). This is also reflected in the comparatively

large variation between the individual tests in the case of 1500 g of SEMTEX10 and a

steel fiber content of 1.0 Vol %.

At the same time, the total mass of the secondary debris decreases continuously as the

steel fiber content increases. Already the addition of 0.5 % of steel fibers reduces the

total mass of the secondary debris by 50 % on average of the two explosive masses. With

an explosive mass of 1500 g, a steel fiber content of 1.0 % retained almost all of the

secondary debris. With a steel fiber content of 2.0 %, the secondary debris in both cases

is reduced to only a few small fragments from the center of the spalling crater.
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In order to evaluate the effect of the steel fibers in more detail, figure 4.29 shows a

horizontal cross section of the concrete slab with 1.0 Vol % of steel fibers (SN173) that

has been cut along its centerline (z-axis). The section from the 3D scans of an analogue

test without steel fibers (SN147) is included as a red line.

Figure 4.29.: Horizontal cross section of test SN173 including measurements from 3D
scans for test SN147 (TW = 2.36 cm g−1/3)

The concrete fragment marked in blue shows a characteristic shape of the secondary

debris, starting at the surface of the concrete slab and pointing inwards at an angle.

This shape was common in the collected secondary debris and could be allocated to the

outer area of the spalling crater. In the situation with 1.0 Vol % of steel fibers (SN173)

the blue fragment is still attached to the concrete slab. A crack can be seen starting from

the center of the concrete slab and extending outwards (blue dashed line). This crack

would have separated the blue concrete fragment if it had propagated further. However,

the propagation of the crack was stopped by the additional steel fibers, preventing a

larger spalling crater.

The influence of the steel fibers on the fracture process can be seen more clearly in a

direct comparison of the HS recordings. For this purpose, figure 4.30 shows the protective

surface of the concrete slabs for the different steel fiber contents at 6.5 ms. In the case

of test SN171 (2.0 Vol %), the time step shown is 4.4 ms because there is no relevant

deformation afterwards. The outer diameter of the spalling crater (red circle) and the

location of the maximum curvature (blue circle), both from the test without steel fibers,

are included in all images.

It can be seen that the overall behavior is very similar in all cases. There is a heavily
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Figure 4.30.: Influence of steel fibers on fragmentation of spalling crater

crushed region in the center of the spalling crater with radial cracks pointing outwards

and separating larger debris fragments. As described in section 4.7, the spalled fragments

in the case without steel fibers (SN147) (figure 4.30, upper left) show an additional

circumferential crack (blue circle) that separates the spalled debris into two distinct

regions.

In the case of test SN148 with a steel fiber content of 0.5 Vol % there is still detached

concrete outside the blue circle, but the fragmentation begins to localize inside the blue
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circle. With 1.0 Vol % of steel fibers (SN173), the fragmented region corresponds to the

blue circle. Due to the DIC pattern, the circumferential crack around the spalling crater

is difficult to identify in the test SN171 with 2.0 Vol % of steel fibers. However, also in

this case, the outer dimension of the spalling crater corresponds to the blue circle.

The blue circle correlates with the location where the depth of the spalling crater is

limited by the rebar layer. As can be seen in figure 4.29 the cracks separating the

secondary debris fragments from the concrete slab in the region outside the blue circle

start in the center and propagate outward at an angle. Since the failure in this outer

region involves mainly individual cracks separating larger debris fragments, the bond

between the steel fibers and the concrete is expected to be less affected than in the

central region. In addition, the initial velocity of the secondary debris in the outer

region is much smaller, resulting in less energy available to pull the steel fibers out of

the concrete. This explains the continuous reduction of the spalling crater by the steel

fibers from the outer regions inwards.

It is concluded that the overall damage mechanism of the concrete prior to initial cracking

is independent of the steel fiber content. It is only after initial cracking that the steel

fibers provide additional resistance through the work required to pull them out of the

concrete matrix. Since the steel fibers also stop crack propagation, the extent of the

damaged region is reduced starting from the outer regions and not just held together

by the steel fibers. In the central region of the spalling crater, the retained concrete

below the rebar is severely damaged. This impairs the bond between the concrete and

the steel fibers, resulting in a reduced influence of the steel fibers in this region (limiting

diameter). Consequently, the steel fibers are expected to have a significantly reduced

impact on secondary debris in cases where the concrete slab would already be breached

by the detonation without the steel fibers.

4.9.2. Velocity and kinetic energy

To evaluate the influence of the steel fibers on the velocity of the secondary debris,

figure 4.31 shows the HS recordings at 38 ms for different steel fiber contents. The tests

shown are 30 cm thick concrete slabs loaded with 2000 g of SEMTEX10 with steel fiber

contents between 0.0 Vol % and 2.0 Vol %.

Analogous to the tests without steel fibers (figure 4.20), the blue dots mark the locations
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of the tracked features and the red dots mark the features whose mean x-velocity is given

in the upper right corner of each image.

In the tests with steel fiber reinforcement, there are always small debris fragments that

are not or only minimally affected by the steel fibers. These debris fragments are either

too small to be anchored by the steel fibers, consist of the included aggregates, or orig-

inate from regions of an uneven steel fiber distribution. These unaffected or minimally

affected debris fragments are propelled away from the concrete slab at a velocity similar

to that in the case without steel fibers.

To evaluate the influence of the steel fibers on the velocity of the secondary debris,

the features for the maximum x-velocity (red dots) are selected to correspond to the

fastest debris fragments that are expected to represent the behavior of the steel fiber

reinforcement.

In the case of 2.0 Vol % of steel fibers (SN171), the tracking algorithm is too much

disturbed by the DIC pattern on the surface of the concrete slab. Therefore, the x-

velocity of the debris fragment at about 15 cm is approximated by its x-location and the

current time step. The resulting x-velocity is 4.0 m s−1.

As the steel fiber content increases, the amount and x-velocity of the secondary debris is

continuously reduced. In addition, the size distribution of the secondary debris changes.

Especially in case of 0.5 Vol % of steel fibers (figure 4.31, top right) it becomes obvious,

that large debris fragments are held together by the steel fibers while flying away from

the concrete slab. In the situation without steel fibers these fragments are fractured into

several smaller pieces.

Due to large rotating debris fragments and small debris fragments that are not or only

minimally affected by the steel fibers, it is not possible to derive a velocity distribution

for the tests with steel fibers in the same way as without steel fibers in section 4.6.3.

Therefore, the influence of the steel fibers on the secondary debris is evaluated based on

the total kinetic energy of the secondary debris derived in section 4.8.

This is done by reducing the kinetic energy of the concrete without steel fibers Ekin,0 by

the difference of the specific fracture energies of the concrete with GF,A,0 and without

GF,A,pc steel fibers (table 4.3), multiplied by the surface of the spalling crater S0.
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Figure 4.31.: HS Tracking - Influence of steel fibers on the the secondary debris fragments

Ekin,pc = Ekin,0 − (GF,A,pc −GF,A,0)S0 f (4.12)

In this Ekin,0 and GF,A,0 are the kinetic energy and the fracture energy for the case

without steel fibers and the index pc indicates the same values for the different steel

fiber contents. The surface S0 is calculated by rotational integration of the averaged

shape of the spalling crater from the 3D-scans in figure 4.14.

Based on this, the x-velocity distribution for the case with steel fibers is estimated by

varying the maximum x-velocity in equation (4.6) such that the kinetic energy from the

resulting velocity distribution matches the expected kinetic energy Ekin,pc for the steel

fiber content pc.

By varying the additional factor f , the resulting x-velocity distribution is fitted to the

experimentally measured maximum x-velocity of the secondary debris fragments and the

measured diameter of the spalling crater. The criterion for the diameter of the spalling

crater from the approximation is a threshold x-velocity of 1.0 m s−1 as derived from the
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experimental tests without steel fibers shown in figure 4.21.

For the present case, the factor f is set to f =1.45. A reason for this factor could be

that the fractured surface is 45 % larger than the surface of the spalling crater and/or

that there are additional load bearing mechanisms. It can be seen from the collected

secondary debris that, except for the heavily fractured central area of the spalling crater,

the larger secondary debris fragments in cases without a breach cracked mainly at the

rebar layer, with only sporadic spalling layers in between. According to the HS recordings

in figure 4.30 the increased resistance could be attributed to the additional radial cracks

and an associated membrane action of the spalled fragments similar to the retrofit layer

(see section 4.9.3).

Another reason for the factor f =1.45 could be an influence of the strain rate on the

fracture energy. Unfortunately, there is no conclusive explanation in the literature as to

how the fracture energy is affected by the strain rate, especially at the extremely high

strain rates caused by a contact detonation. Since the difference in fracture energy is

used to calculate the velocity distribution with steel fibers, the effect of the strain rate

would have to be greater in cases with steel fibers than without steel fibers. However,

since the same factor can be used to describe all tested steel fiber contents loaded with

different explosive masses, the effect must be constant between the different steel fiber

contents.

The resulting x-velocity distribution (left) and the relative total energy (right), both in

dependence on the steel fiber content, are shown in figure 4.32 for an explosive mass of

2000 g.

In the presented case of a 30 cm thick concrete slab loaded with 2000 g of SEMTEX10,

the total kinetic energy of the secondary debris decreases approximately linearly with

increasing steel fiber content between 0.0 Vol % and 1.0 Vol % until it almost vanishes for

2.0 Vol % of steel fibers.

With a steel fiber content of 1.0 Vol %, the total kinetic energy is already significantly

reduced by almost than 90 %. To properly evaluate the influence of 2.0 Vol% of steel

fibers, a higher explosive mass would be required. However, at a steel fiber content of

2.0 Vol % it becomes increasingly difficult to achieve a homogeneous distribution of the

steel fibers in the concrete. This is particularly evident in the Split-Hopkinson-Bar tests

to determine the specific fracture energy described in [Mosig et al., 2021].
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Figure 4.32.: Velocity distribution (left) and relative total kinetic energy (right) of sec-
ondary debris for varying steel fibers content

For a comparison of the approximated x-velocity distribution (solid line) with the exper-

imental measurements (dashed line), figure 4.33 shows the maximum x-velocity of the

spalled debris for both tested explosive masses. The dashed lines represent the respective

mean values and the vertical lines the individual measurements from the corresponding

tests.

0.0 0.5 1.0 1.5 2.0
Steel Fiber Content [Vol. %]

0

5

10

15

20

25

v m
ax

 [m
/s

]

30 cm, 1500 g

measured
approx.

0.0 0.5 1.0 1.5 2.0
Steel Fiber Content [Vol. %]

30 cm, 2000 g

measured
approx.

Figure 4.33.: Comparison of measured and approximated maximum x-velocity

The agreement between the approximation and the experimental measurements is con-

sidered satisfactory for the tests presented. Due to the comparatively low kinetic energy

in the cases of 1.0 Vol % and 2.0 Vol% of steel fibers, the results in this range are ex-

tremely sensitive to even small changes of the input parameters.
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To compare the approximated diameters (blue lines) of the spalling craters with the

experimental measurements (red lines) they are plotted in figure 4.34 together with

photos of the spalling craters. The criterion for the diameters of the spalling craters is

a threshold x-velocity of 1.0 m s−1 as derived from the experimental tests without steel

fibers shown in figure 4.21.
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Figure 4.34.: Resulting spalling crater for different steel fiber contents including mea-
sured (red circle) and approximated (blue circle) diameter of spalled debris

For 0.0 Vol % and 0.5 Vol % the agreement between the measured and approximated
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values is well within the expected deviations for the presented tests.

For 1.0 Vol % of steel fibers, the approximation encloses the spalling crater, but there

are debris fragments within this area that did not detach from the concrete slab. In the

analogue test, the secondary debris in this region was not retained by the steel fibers

but flew away at a low x-velocity. Consequently, the combination of load and resistance

in this case appears to be close to a threshold for which the approximation gives a

conservative prediction.

In the case of 2.0 Vol % of steel fibers, almost all of the secondary debris was retained

by the steel fibers. The analogue test shows some detached debris fragments, but these

mostly fell down directly in front of the concrete slab. After the test, the debris in this

region could be easily removed from the concrete slab and the resulting spalling crater is

very similar to the case with 1.0 Vol % of steel fibers. As mentioned above, the residual

kinetic energy in this case is very low and even an increase in fracture energy of less

than 1.0 % would result in no predicted secondary debris.

Therefore, the proposed approximation of the influence of the steel fibers is considered

to be well suited to represent the experimental measurements. It enables a quantitative

evaluation of the influence of the steel fibers and allows predictions for similar situations

when the associated fracture energy is known.

4.9.3. Retrofit layer of steel fiber reinforced concrete

As a measure for already existing concrete structures, concrete slabs can be retrofitted

with a layer of steel fiber reinforced concrete on the protective side. The retrofit in

the present series of tests consists of a 5 cm thick layer of fiber reinforced concrete with

2.0 Vol % of steel fibers applied to an existing 25 cm thick concrete slab. The retrofit was

applied to the protective side of the concrete slab as this side is predominantly subjected

to tensile loading and the main purpose of the addition of steel fibers is to increase the

tensile strength of the concrete.

Figure 4.35 shows the protective surface of a retrofitted concrete slab after the detonation

test. The retrofitted concrete slab has a total thickness of 30 cm and was loaded with

2000 g of SEMTEX10. The area equivalent circle of the spalling crater is shown as a

red dashed circle. The diameter of the spalling crater for an analogue test without steel
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fibers but with the same total concrete slab thickness is added as a blue dashed circle.
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Figure 4.35.: Protective surface of the concrete slab with an additional layer of fiber
reinforced concrete

The test with a retrofit layer shows the same expansion of the spalling crater at the

surface as an analogue test with the same total concrete slab thickness but without steel

fibers. There is no reduction in spalling diameter as with fully fiber reinforced concrete

slabs. At the same time, almost no fragments detached from the concrete slab but were

retained by the retrofit layer. This is also reflected in a reduction of the secondary debris

to near zero, similar to the concrete slabs with 2.0 Vol % full steel fiber reinforcement in

figure 4.30.

For a more thorough evaluation of the damage mechanism, figure 4.36 shows a horizontal

cross section of the same concrete slab after the removal of the still attached but visually

loose concrete fragments. For comparison, the section derived from the 3D scan of an

analogue test without steel fibers and with the same total concrete slab thickness is

added as a red line. The transition between the conventional concrete and the layer of

fiber reinforced concrete is marked with a black dashed line. The locations of the cut

rebar are marked by red dots.
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Figure 4.36.: Horizontal cross section of test SN155 including measurements from 3D
scans for SN147

As in the tests without the retrofit layer, the depth of the spalling crater is limited by

the rebar in the original concrete slab (red dots). The retrofitted concrete slab was

originally a 25 cm thick concrete slab that was retrofitted with an additional 5 cm thick

layer of fiber reinforced concrete. As a result, the total concrete cover from the surface

of the retrofitted concrete slab to the rebar layer in the original concrete slab is 8.5 cm.

Comparing the spalling crater from the retrofitted test with a test without steel fibers

and the same total concrete slab thickness (SN147, red line in figure 4.36), the resulting

shape of the spalling crater is deeper and more uniformly shaped in the case of the

retrofitted slab. In addition, there is no crushed concrete beneath the rebar as in the

analogue test without retrofit layer in figure 4.16. This indicates that the rebar layer at

this depth does not have much influence on the shape of the spalling crater.

In the case of fully fiber reinforced concrete slabs, the spalled debris is retained primarily

by the steel fibers anchored in the concrete in the direction of loading. In the case of

retrofitted concrete slabs, the spalling crater extends below the retrofit layer. As a result,

most of the spalling crater is not directly influenced by the steel fibers, but only indirectly

by a support with the retrofit layer. This support is primarily due to the membrane

action of the retrofit layer rather than the steel fibers being pulled out over the entire

failure surface of the spalling crater. A graphical representation of the identified failure

mechanism is shown in figure 4.37.

The spalled, but still attached, secondary debris was much easier to remove after the

tests than in the case of the fully fiber reinforced concrete slabs. Consequently, a less
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Figure 4.37.: Membrane action of retrofit layer

ductile failure of this layer is expected once the membrane action fails, as most of the

fragmented concrete is only retained by the retrofit layer and not by the rebar at the

greater depth. The fragmented but retained concrete becomes secondary debris once

the retrofit layer fails. However, the resulting secondary debris fragments are expected

to have a lower velocity and consequently a lower resulting kinetic energy than in the

case without retrofit.

4.9.4. Summary

The diameter of the region with spalled but retained concrete reduces to about 70 %

before only single cracks can be found. The tests indicate that this reduction is correlated

with the concrete cover of the rebar. For a better understanding of this influence, an

extended series of tests with a variation of the concrete cover is required.

The influence of the steel fibers is also reflected in the total mass of secondary debris.

An almost complete reduction of the secondary debris can be achieved with 1.0 Vol %

of steel fibers for the explosive mass of 1500 g and with 2.0 Vol % of steel fibers for the

explosive mass of 2000 g.

Observations on cut test specimens show that the damage mechanism prior to an initial

cracking is independent of the steel fibers. It is only after an initial cracking that the

steel fibers start to act. They inhibit crack propagation and prevent complete spalling of

concrete fragments. The inhibited crack propagation also results in a reduced expansion

of the the spalling crater in radial direction. However, there are always a few fragments

from a heavily crushed region in the center of the spalling crater that are too small to

be influenced by the steel fibers. These fragments fly away at a similar velocity as in
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the case without steel fibers.

In cases where a concrete slab without steel fibers would already be breached by the

detonation, the steel fibers are expected to have a significantly reduced impact on sec-

ondary debris. This assumption is caused by the fact, that in cases with a breach the

steel fibers cannot anchor into the concrete in the loading direction.

A new methodology was presented that allows a quantitative evaluation of the influence

of the steel fibers on the secondary debris. This methodology derives the x-velocity dis-

tribution and kinetic energy of the secondary debris from steel fiber reinforced concrete

slabs. This derivation is based on the x-velocity distribution without steel fibers and the

difference between the specific fracture energies of the concrete with and without steel

fibers.

In the present series of tests a steel fiber content of 1.0 Vol % was found to be the most

efficient. It reduced the total kinetic energy of the secondary debris by more than 90 %.

A further increase in the steel fiber content to 2.0 Vol % did not show a similar reduction.

This is consistent with the fracture energy of the concrete measured in [Mosig et al.,

2021] and is largely attributed to an increasingly uneven distribution of the steel fibers

in the concrete with increasing steel fiber content. However, tests with a larger explosive

load are required to fully investigate the potential of higher steel fiber contents.

Retrofit layers of steel fiber reinforced concrete can be used to significantly reduce the

effect of secondary debris from existing structures. In the present series of tests, the

reduction is similar that of fully steel fiber reinforced concrete slabs with the same steel

fiber content of 2.0 Vol %.

Because of the identified failure mechanism, the retrofit layer is expected to fail less

ductile than a fully steel fiber reinforced concrete slab. Due to the greater concrete

cover of the rebar in the original concrete slab, more secondary debris is expected once

the retrofit layer fails, but with a lower x-velocity.

4.10. DIC measurements

It becomes increasingly difficult for the developed tracking algorithm to determine the

velocity when there is only little secondary debris. This is particularly true as the
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steel fiber content increases. Therefore, in some tests where little secondary debris was

expected, DIC measurements were taken from the protective surface of the concrete

slabs.

4.10.1. Validation of the x-velocity distribution

Figure 4.38 (right) shows the x-velocity distribution of test SN171 (2000 g, 2.0 Vol %)

along a section through the center of the protective concrete surface. The coordinate

on the abscissa is given in terms of the radial distance from the center on the concrete

surface. The changing gray values of the lines indicate the different time steps.

The DIC measurements can be used to validate the x-velocity distribution approximated

by equation (4.6). This velocity distribution for a steel fiber content of 0.0 Vol % is shown

in figure 4.38 (right) as a red dashed line. In addition, the blue dashed line shows the x-

velocity distribution for a steel fiber content of 2.0 Vol %, determined on the basis of the

energy principle introduced in section 4.9.2. The maximum x-velocity and the parameter

σ for the width of the distribution are calculated from the approximated polynomials in

figures 4.20 and 4.22.

To evaluate the evolution of the x-velocity over the time, figure 4.38 (left) shows the

x-velocity at selected locations. These locations are evenly spaced in radial direction

from the center of the spalling crater at r = 0.0 cm to the edge of the spalling crater at

r = −33.2 cm.

Starting from the time-step of 1.4 ms, the DIC pattern in the center (−5.0 cm≤ r ≤ 5.0 cm)

is too disturbed by the fracture of the concrete to make further DIC measurements in

this region.

The velocity at the protective surface of the concrete slab is the result of the reflection of

the incoming compressive wave at this surface. Due to the large difference in impedance

between the concrete and the surrounding air, the compressive wave is converted into a

tensile wave upon reflection. This tensile wave propagates in the direction opposite to

the original compressive wave. As soon as the superposition of the incoming compressive

wave and the reflected tensile wave leads to a tensile stress above the dynamic strength

of the concrete, cracks are formed (spalling). The velocity of the secondary debris then

results from the momentum trapped in the spalled concrete minus the energy required
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Figure 4.38.: Velocity over time from DIC measurement for SN171

for the fracture.

As a result of the incoming compressive wave and the associated particle velocity, the

x-velocity of the concrete at the protective surface of the concrete slab increases rapidly

between 0.0 ms and 0.2 ms. This brief velocity peak is followed by a velocity drop during

which the fracture of the concrete takes place. The DIC measurements in this test

series were not performed on reinforced concrete slabs without steel fibers. Therefore,

it cannot be clearly determined which part of this velocity drop is due to the fracture of

the concrete and when the influence of the steel fibers begins.

According to [Hartmann, 2009], who determined the shock velocity - particle velocity

relationship for concrete using numerical simulations of the mesoscopic structure, no

influence of the steel fibers on the surface velocity can be found before fracture of the

concrete. This is attributed to the proportionally very low share of the steel fibers

(≤2.0 Vol %). It is only after an initial cracking that the steel fibers begin to have an

effect by inhibiting crack propagation and reducing the velocity of the secondary debris.

At 0.4 ms, the shape of the x-velocity distribution approximated by equation (4.6) (red

dashed line) shows a good agreement with the x-velocity distribution determined from

the DIC measurement for 2.0 Vol % of steel fibers. It is therefore assumed that the

fracture of the concrete itself is complete at this time step and the subsequent reduction

in x-velocity is caused by the influence of the steel fibers. The velocity distribution for

a steel fiber content of 2.0 Vol %, that has been approximated by the energy principle in

section 4.9.2 (blue dashed line), also agrees well with the DIC measurements.
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Unfortunately, the frame rate of the present DIC recordings is too low to analyze the

initial fracture process before 0.5 ms in more detail. For future test series, a much

higher frame rate of the DIC recordings could help to gain a better understanding of

the underlying processes. Based on the numerical simulations in chapter 5, the required

frame rate is estimated to be >1× 105 s−1 to properly capture the fragmentation process

of the concrete.

4.10.2. Validation of the load bearing mechanism

While the fragments are propelled away at a constant velocity in the case without steel

fibers, they are partially or fully retained by the additional steel fibers and the retrofit

layer.

Figure 4.39 shows the x-velocity in dependence on the time (left) for 30 cm thick concrete

slabs subjected to 1500 g of SEMTEX10 at equally spaced locations across the surface of

the spalling crater. The situation with 2.0 Vol % full steel fiber reinforcement is shown

as an orange dash-dotted line, the situation with a retrofit layer is shown as a blue

solid line. The respective curves are calculated by averaging the two analogue tests

to minimize the influence of experimental variations. The measurements at a radial

location of r = 0.0 cm end at a time step of 1.0 ms due to the fragmentation of the

concrete, which prevents further DIC measurements in this region.

For a better visual comparison of the different load bearing mechanisms, figure 4.39

(right, dashed) shows the situation at 1.0 ms in dependence on the radial location. The

approximated spatial x-velocity distribution for the case without steel fibers according

to equation (4.6) is added as a red dashed line.

An analysis of the x-velocity profile in dependence on the time shows that the behavior of

the two reinforced cases (full steel fiber reinforcement and retrofit layer) is very similar

up to about 0.3 ms. Thereafter, the full steel fiber reinforced concrete slab (orange)

exhibit a strong reduction in x-velocity due to the resistance of the steel fibers. For

most of the spalled concrete, this results in a complete stop at a time step of latest

2.0 ms. Only in the center of the spalling crater there are some concrete fragments that

are so heavily fragmented that they cannot be anchored by the steel fibers. As a result,

they fly away at a similar velocity as in the case without steel fibers.
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Figure 4.39.: Velocity over time from DIC measurement

As can be seen in figure 4.39 (left), the retrofit layer (blue) reduces the velocity of

the concrete at the protective surface below that of the case without steel fibers (red).

However, this reduction occurs at a much smaller rate than in the case of full steel fiber

reinforcement (orange). At the same time, the concrete in the outer region (|r| ≥30.0 cm)

is accelerated even further until about 1.0 ms. This is a result of the membrane action of

the retrofit layer (section 4.9.3), which equalizes the x-velocity across the entire spalled

retrofit layer. This results in a more linear x-velocity distribution in the radial direction,

which is reflected by the absence of an additional circumferential crack that can be seen

in the case without steel fibers (section 4.9.3). The extent to which this effect is also

influenced by the greater concrete cover of the rebar layer cannot be assessed with the

tests presented.

The full steel fiber reinforcement (figure 4.39, right, orange) reduces the velocity of the

secondary debris especially in the less fragmented outer regions of the spalling crater,

where the steel fibers can better anchor into the surrounding concrete. However, there

is a small region in the center that is only minimally affected because the concrete in

this region is so heavily fragmented that the steel fibers cannot anchor properly.

4.10.3. Summary

The spatial x-velocity distribution of the secondary debris from the DIC measurements

is used to validate the introduced approximation according to equation (4.6) and the

influence of the steel fibers according to the energy principle as described in section 4.9.2.
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Overall, a good agreement can be found.

The load bearing mechanism of the retrofit layer and the full steel fibers reinforcement

described in section 4.9.1 show a good correlation with the spatial x-velocity distribution

on the protective surface of the concrete slab from the DIC measurements.

4.11. Summary

Damage The shock wave introduced into the concrete crushes the concrete directly

behind the explosive charge, creating a crushing crater. The remaining damage to the

concrete is almost entirely due to the reflected tensile wave, resulting in a spalling crater.

The dimensions of the spalling crater were measured using 3D scans. A new method was

introduced to average the geometry of the spalling crater assuming rotational symmetry.

This method unifies the irregular geometry of the spalling crater and thus allows a better

comparison between different tests.

It has been shown that the thickness of the concrete slab is the determining factor for the

diameter of the spalling crater, while the depth of the spalling crater is more influenced

by the mass of the explosive. This is due to the expansion of the blast wave, which

spreads over an increasing area as it propagates through the concrete slab. The depth

of the spalling crater, on the other hand, depends more on the length of the blast wave,

which in turn depends on the mass of the explosive.

Based on the experimental results, a scaled thickness of TW = 2.1 cm g−1/3 proves to be

a good measure as a threshold for the occurrence of a breach. This threshold agrees

very well with the tests of [Morishita et al., 2000]. However, other tests with a different

geometry of the explosive charge and a different reinforcement ratio of the concrete slabs

underestimated the thickness required to prevent breaching compared to the presented

test. For a thorough analysis, further tests are needed to analyze the influence of the

charge geometry and the reinforcement ratio in more detail.

Especially in cases without a breach the rebar layer has a strong influence on the total

amount of secondary debris. Although the spalling crater extends below the rebar layer

in the tests without a breach, most of the damaged concrete below the rebar layer is

retained by the rebar layer, resulting in less secondary debris. Therefore, a small concrete
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cover of the rebar layer is considered beneficial to reduce the amount of secondary debris.

Velocity A tracking algorithm was developed to measure the trajectory and velocity of

the secondary debris fragments from the HS recordings. Based on this, the trajectory of

the secondary debris fragments was found to be dominant in the x-direction, with most

fragments moving at angles less than 20°.

A linear relation was found between the maximum x-velocity of the secondary debris

and the inverse of the scaled thickness of the concrete slab. This relation is well suited

to make predictions about similar situations.

It has been shown that the velocity and size of the secondary debris fragments are

strongly influenced by the occurrence of a breach in the concrete slab. With smaller,

faster fragments in the presence of a breach and larger, slower fragments in the absence

of a breach.

The spatial x-velocity distribution in the radial direction of the spalling crater was

approximated by an enveloping curve. The parameters for this curve are the maximum

x-velocity of the secondary debris and the width of the velocity distribution. Linear

approximations depending on the scaled thickness of the concrete slab were determined

for both parameters.

The approximated spatial x-velocity distribution of the secondary debris was compared

with the fracture pattern of the concrete and shows good agreement. The results indicate

a strong influence of the rebar layer. Based on the present tests, reducing the concrete

cover of the rebar layer is considered beneficial to reduce the impact of the secondary

debris. However, further testing is required to quantify the influence of the rebar layer.

Kinetic energy Based on the rotationally symmetric averaged shape of the spalling

crater and the approximated spatial x-velocity distribution of the secondary debris, the

total kinetic energy of the secondary debris was derived. This total kinetic energy is a

well suited parameter to evaluate the impact of secondary debris on people and technical

installations on the protective side of a concrete slab. A discussion of this impact is

presented in chapter 6.
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Steel fibers The influence of the steel fiber reinforcement was evaluated in terms of

its ability to reduce the impact of secondary debris. In addition to a visual inspection

of the damaged regions, a method based on the kinetic energy of the secondary debris

and the fracture energy of the concrete was used to quantitatively evaluate the influence

of the different steel fiber contents. This method shows a good agreement with the

measurements of the spalling crater size and the velocity of the secondary debris.

The additional steel fibers continuously reduce the amount and velocity of secondary

debris as the steel fiber content increases. A decreasing efficiency of the steel fibers was

observed with increasing steel fiber content. This is particularly relevant at a steel fiber

content of 2.0 Vol% and is caused by a deterioration in the workability of the fiber re-

inforced concrete with increasing steel fiber content, resulting in an uneven distribution

of the steel fibers. A steel fiber content of 1.0 Vol % was found to be the most efficient,

reducing the kinetic energy of the secondary debris by more than 90 %. However, exper-

imental testing with higher explosive loads is required to fully investigate the potential

of higher steel fiber contents.

There are always fragments that are minimally affected by the different reinforcements

(full steel fiber reinforcement and retrofit). However, these are only very few, small

fragments resulting from a heavily crushed region in the center of the spalling crater.

The steel fibers reduce the size of the spalling crater and the velocity of the secondary

debris from the outer regions inwards. The damage mechanism prior to an initial crack-

ing of the concrete is independent of the steel fiber content. It is only after the initial

cracking that the steel fibers begin to have an effect by inhibiting crack propagation and

preventing complete spalling of concrete fragments. In this context, the results again

indicate an influence of the concrete cover of the rebar layer which retains some of the

damaged concrete. However, since the retained concrete is damaged, it is expected that

the bond between the steel fibers and the concrete is comprised, especially in the cen-

tral region of the spalling crater. Consequently, the steel fibers are expected to have a

significantly reduced impact on secondary debris in cases where a concrete slab without

steel fibers would be breached by the detonation.

The load bearing mechanism of the retrofit layer was found to be mainly based on a

membrane action of the retrofit layer. In the present tests, the retrofit layer can reduce

the resulting secondary debris to a similar extent as a full steel fiber reinforcement with

2.0 Vol% of steel fibers. Due to the identified failure mechanism, the retrofit layer is
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expected to fail less ductile than a full steel fiber reinforced concrete slab. As a result

of the greater concrete cover of the rebar in the original concrete slab, more secondary

debris is expected once the retrofit layer fails.

It is concluded that steel fibers can significantly reduce the impact of secondary debris

from concrete slabs. A retrofit layer of steel fiber reinforced concrete on the protective

side of the concrete slab is considered to be well suited to protect against secondary

debris in already existing structures.

DIC The DIC measurements were compared with the approximated spatial x-velocity

distributions as well as the identified failure mechanisms of the steel fiber reinforced

concrete slabs and the retrofit layer. Good agreement can be observed.





5. Numerical simulation of secondary

debris

Validated numerical simulations can help to gain a deeper insight into the underlying

physical processes and thus improve the understanding of the related phenomena. In the

following, numerical simulations are performed to validate their ability to simulate the

secondary debris caused by contact detonations on concrete slabs. This information can

then be used to gain a better understanding of the relevant parameters and the spatial

velocity distribution in the depth direction of the concrete slab.

Concrete is a highly heterogeneous material whose behavior is strongly influenced by

its underlying mesostructure. This mesostructure consists of coarse aggregates and a

mortar matrix, which in turn consists of cement, fine aggregates and individual pores.

Direct modeling of this mesostructure down to the coarse aggregates has been employed

by several authors, e.g. [Riedel, 2000], [Zhou and Hao, 2009], [Gebbeken and Hartmann,

2010], [Grunwald, 2023]. However, due to the immense computational requirements

of such a representation, for most applications the material behavior is described by

homogeneous material models. Homogeneous material models describe the resulting

phenomenological behavior of the mesostructure by assuming a homogeneous continuum

on the macroscopic scale.

The nonlinear stress-strain relation of concrete is influenced by the development of cracks

throughout the material. In normal strength concrete, these cracks occur primarily in the

mortar matrix between the coarse aggregates, and especially at the mortar/aggregate

interface [van Mier, 1984]. In plasticity models, the development of cracks and the

resulting influence on the stress-strain relation until failure is typically accounted for by

a damage parameter. This damage parameter describes the degradation of the material

strength as a function of the effective plastic strain.
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This chapter compares two established and well-documented plasticity models for their

ability to describe the behavior of concrete subjected to a contact detonation. Emphasis

is placed on the formation and velocity of the secondary debris. The material models

compared are the Karagozian & Case model (KCC) [Crawford et al., 2012], and the

Riedel, Hiermaier, and Thoma model (RHT) [Riedel, 2000], [Grunwald et al., 2017],

both as implemented in LS-Dyna.

Both material models have a variety of different parameters, but also provide the ability

to automatically generate these parameters based on the uniaxial compressive strength

of the concrete. While the automatically generated parameters provide a good starting

point for the intended studies, they need to be calibrated against available data to

ensure good agreement with the experimental results. This is particularly relevant for

the parameters related to the damage behavior, as they are strongly dependent on the

size of the spatial discretization.

The main objective of the following calibration is to obtain a similar description of the

concrete from both material models in order to gain a better insight into their respective

advantages and potential for further development. For further information, the reader

is referred to the relevant literature ([Lsdyna, 2021], [Grunwald et al., 2017], [Crawford

et al., 2012], [Riedel, 2000]).

5.1. Deviatoric strength model

The theoretical background of deviatoric strength models has already been given in

section 2.4.3. Therefore, the following descriptions focus on the implementation in both

material models.

The strength model in both material models is based on three surfaces defined in the

principal stress space. These surfaces describe the locations of the elastic limit Ye, the

maximum strength Ym and the residual strength after failure Yr. For both material

models these surfaces are given by a pressure depended polynomial of the respective

compressive meridian.

The shapes of the compressive meridians start at the point of hydrostatic tensile failure

(Ym, Ye) or at zero (Yr) and widen with decreasing gradient in the direction of increasing
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pressure. Failure from purely hydrostatic compressive loading is initially not described

by the strength model.

The shape in the deviatoric plane is derived from the compressive meridian depending on

the third invariant of the stress tensor. This shape is given in both material models by

the Willam-Warnke formulation [Willam, K.J. and Warnke, E.P., 1974], which describes

the different behavior in compression, shear and tension by a continuous transition.

5.1.1. RHT model

In the RHT model, the maximum strength surface Ym is described based on the com-

pressive meridian of the concrete YTXC (triaxial compression), which in turn is based

on a polynomial description that includes the influence of the third invariant R3(θ)

(Willam-Warnke) and the influence of the strain rate FR(ε̇).

Ym(p, θ, ε̇) = YTXC(p)R3(θ)FR(ε̇) (5.1)

YTXC(p) = A0 + A

(
p− pt
fc

)nf

(5.2)

Where the hydrostatic pressure p and the hydrostatic tensile limit pt are normalized by

the uniaxial compressive strength of the concrete fc (cylinder). The parameters A and

nf can be adjusted by the user to fit the meridian of the maximum strength surface

to available experimental data. The parameter A0 is determined by the program from

continuity requirements.

In addition to this polynomial description, the meridian of the maximum strength surface

is described by a linear interpolation in the range p ≤ fc/3 to better fit experimental

measurements of the shear strength fs and the tensile strength ft (see e.g. [Grunwald

et al., 2017]).

The elastic limit Ye is derived from the maximum strength surface Ym as a function of

the parameters gc and gt. In addition, the RHT model adds a cap Fcap to the elastic limit

surface that describes the onset of plastic deformation for hydrostatic pressure greater

than the pore crush pressure pel.
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Ye(p, θ, ε̇) = Ym(p, θ, ε̇)Fe(p, gc, gt)Fcap(p, pel) (5.3)

The surface describing the residual strength after failure Yr under hydrostatic confine-

ment is given by a polynomial description independent on the strain rate and the third

invariant.

Yr(p) = B

(
p

fc

)nr

(5.4)

For the present calibration, the maximum strength surface is fitted directly to experi-

mental measurements from the literature.

Analogous to the default parameters, the parameters of the residual strength surface

are the same as those of the maximum strength surface. This ensures, that the residual

strength surface approaches the maximum strength surface with increasing pressure

(p→∞).

The parameters of the elastic limit are chosen to satisfy the default criterion of the KCC

model. This criterion defines the elastic limit Ye at about 45 % of the maximum strength

Ym [Crawford et al., 2012] according to:

Ye(p
∗) = 0.45Ym(p) (5.5)

p∗ = p− 0.55Ym/3 (5.6)

Figure 5.1 shows the compressive meridians of the three RHT model strength surfaces

with default parameters (gray lines) and with calibrated parameters (black lines).

The derived parameters of the strength surfaces are given in table 5.1. An overview of

all parameters used for the simulation of the contact detonations can be found in the

appendix section E.
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[Ritter, 2013]

[Hanchak et al., 1992]
[Kong et al., 2018]

[Gabet et al., 2008]

Figure 5.1.: Compressive meridians of the RHT model strength surfaces (gray lines: de-
fault parameters, black lines: new calibration

Table 5.1.: Parameters of the RHT model strength surfaces

Ym Ye Yr

A nf gc gt B nr

default 1.6 0.61 0.53 0.7 1.6 0.61
fitted 1.95 0.80 0.67 0.9 1.95 0.80

5.1.2. KCC model

In the KCC model, the compressive meridians of the different surfaces YXTC,j are all

defined by the same functional, depending on three parameters aij each:

YTXC,j(p) = a0j +
p

a1j + a2j p
(5.7)

Where the index j represents the different surfaces for the elastic limit (e), the maxi-

mum strength (m) and the residual strength (r). The different parameters aij can be

interpreted as:
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a0j = YTXC,j|p=0 (5.8)

a1j =

(
dYTXC,j
dp

∣∣∣∣
p=0

)−1

(5.9)

a2j = ( lim
p→∞

YTXC,j − a0j)
−1 (5.10)

The parameters of the maximum strength surface are determined by a fitting of the

associated curve to experimental values from the literature.

Since there is no residual strength without a confining pressure, the first parameter of

the residual strength surface is a0r = 0. As suggested by [Yin et al., 2023], the third

parameter of the residual strength surface a2r is calculated so that it approaches the

maximum strength surface with increasing pressure (p→∞):

a2r = (0.99 (a0m + a−1
2m))−1 (5.11)

The second parameter of the residual strength surface a1r is chosen so that it does not

intersecting the maximum strength surface at high pressures.

The parameters of the elastic limit are chosen to satisfy the default criterion of the KCC

model. This criterion defines the elastic limit Ye at about 45 % of the maximum strength

Ym [Crawford et al., 2012] according to equation (5.5). In contrast to the RHT model,

the KCC model does not give an option to limit the elastic limit surface with a cap for

hydrostatic pressure greater than the pore cursh pressure.

Similar to the RHT model, for p/fc ≤ 1/3 the maximum strength surface and the elastic

limit surface are linearly interpolated to better fit the experimental measurements of the

shear strength fs and the tensile strength ft (see e.g. [Crawford et al., 2012]).

Analogous to the RHT model, the three strength surfaces are defined based on the

associated compressive meridians from equation (5.7) and a description including the

influence of the third invariant (Willam-Warnke) and the influence of the strain rate. A

detailed description of the strength surfaces in the KCC model can be found in [Crawford

et al., 2012].
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Figure 5.1 shows the three strength surfaces of the KCC model with default parameters

(gray lines) and with calibrated parameters (black lines).

[Ritter, 2013]
[Kong et al., 2018]
[Hanchak et al., 1992]
[Gabet et al., 2008]

Figure 5.2.: Compressive meridians of the KCC model strength surface (gray lines: de-
fault parameters, black lines: new calibration)

For a pressure greater than p > 15 fc, the maximum strength surface of the KCC model

describes a lower maximum deviatoric strength than the RHT model. This is due to the

formulation of the curve according to equation (5.7), which does not allow for a good fit

over the entire range.

Although the pressure from the contact detonation is extremely high immediately behind

the explosive, it attenuates rapidly as the shock wave propagates through the concrete.

In the region of the concrete slab relevant for the description of the secondary debris,

the pressure in the experimental tests is below p/fc < 15. Therefore, a good fit below

p/fc < 15 is considered more important than a mediocre fit over the entire pressure

range.

The resulting parameters of the strength surfaces are given in table 5.2. An overview

of all parameters used for the simulation of the contact detonations can be found in the

appendix section E.
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Table 5.2.: Parameters for the KCC model strength surfaces

Ym Ye Yr

a0m a1m a2m a0e a1e a2e a0r a1r a2r

default 0.296 fc 0.446 0.081/fc 0.223 fc 0.625 0.258/fc 0 0.442 0.118/fc
fitted 0.39 fc 0.54 0.032/fc 0.26 fc 0.92 0.078/fc 0 0.515 0.032/fc

5.2. Hardening, softening and damage

The hardening and softening/damage behavior described by the material models is

strongly correlated with the size of the spatial discretization. In the following, the

main points of the corresponding descriptions implemented in both material models are

given and calibrated on the basis of empirical curves available in the literature.

Inspired by the work of various authors ([Tu and Lu, 2009], [Crawford et al., 2012],

[Kong et al., 2017], [Hong et al., 2017], [Kucewicz et al., 2022], [Yin et al., 2023]),

the calibration of the material models is performed using single-element simulations to

analyze their behavior under triaxial compression and uniaxial tension. The elements

used for these simulations are under-integrated solid elements with a side length of

24 mm. This element size was chosen based on the extent of the fracture process zone

for concrete, which according to [Bažant and Oh, 1983] is approximately three times the

diameter of the largest aggregate.

To model the confinement in the triaxial compression tests, three surfaces of the solid

element are provided with symmetry conditions, while the confining pressure is gradually

applied to the remaining three surfaces over the first 50 ms of the simulation. The

uniaxial load is subsequently applied to one of these surfaces at a constant nodal velocity

of 1× 10−3 m s−1. To eliminate strain rate effects, the corresponding factors are switched

off in both material models. A sketch of the associated numerical model is shown in

figure 5.3.

The compressive behavior of the concrete is compared to empirical curves introduced

by [Samani and Attard, 2010] as New Model for Stress Strain Relationship. This model

describes the compressive hardening and softening of the concrete under confined and

unconfined conditions. The hardening part of the model is given by a fractional curve

according to equation (5.12).
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Symmetry Planes
Confining Pressure (pc)

Velocity Loading

Figure 5.3.: Numerical model for single-element simulations

σ

f0

=
AX +BX2

1 + (A− 2)X + (B + 1)X2
X =

ε

ε0

, 0 ≤ ε ≤ ε0, 0 ≤ f ≤ f0 (5.12)

Where the parameters A and B depend on the compressive strength fc and elastic

stiffness Ec of the concrete (see [Samani and Attard, 2010]), while the softening part of

the model is described by a power function according to equation (5.13).

σ

f0

=
fr
f0

+

(
1− fr

f0

)(
fi
fc

)(
ε−ε0
εi−ε0

)2

ε ≥ ε0 (5.13)

Here the indices of the strain ε and the compressive strength f describe the peak strength

under confinement 0, the inflection point i and the residual strength r of the concrete as

shown in figure 5.4. This curve has been validated by [Samani and Attard, 2010] using

experimental results with a hydrostatic confinement of p/fc ≤ 1.0.

The tensile softening of the concrete is compared with an empirical curve introduced

by [Hordijk, 1991]. This curve describes the softening of the concrete by expressing the

tensile stress in the concrete in terms of the crack opening w and a critical crack opening

wc.
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Figure 5.4.: Empirical compressive stress-strain-relation for confined concrete [Samani
and Attard, 2010]

σ

ft
=

[
1 +

(
c1
w

wc

)3
]

exp

(
−c2

w

wc

)
− w

wc

(
1 + c3

1

)
exp (−c2) (5.14)

The shape of this curve is controlled by the parameters c1 and c2, for which [Hordijk,

1991] determined the best fit in the case of static loading conditions with c1 = 3 and

c2 = 6.93. The critical crack opening wc can be approximated from the fracture energy

of the concrete Gf according to:

wc = 5.14
Gf

ft
(5.15)

For the following evaluation, the static tensile strength ft = fctm and fracture energy

Gf of the concrete are calculated according to [fib, 2013]. For this, the characteristic

compressive strength fck of the concrete is related to the mean compressive strength fcm

measured on the test specimens by fcm = fck+8 MPa.

fctm = 0.3 f
2/3
ck (5.16)

Gf = 73 f 0.18
cm (5.17)
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To compare the tensile softening curve according to equation (5.14) with numerical

simulations, the crack opening w is described in terms of the plastic strain εp = w/lc for

which the reference length is given by the size of the fracture process zone lc.

As explained in section 2.4.5, the size of the spatial discretization can lead to a non-

objective behavior of the numerical simulations, especially if it is smaller than the re-

spective fracture process zone.

According to [Schuler, 2004], the crack band model, which localizes the total fracture

energy in each element, is well suited to describe the energy dissipated by the fracture

of the concrete. While this reduces the effect of strain localization within a single layer

of elements, it overestimates the total fracture energy of a structure when the element

size is smaller than the fracture process zone.

An alternative representation is to assign each element a fracture energy that is propor-

tional to the fraction of the fracture process zone that the element represents. Thus,

multiple elements spanning the fracture process zone add up to the total fracture energy.

To investigate the influence of the spatial distribution of the fracture energy in the

numerical model on the velocity of the secondary debris, both methods are compared in

section 5.6.1 with respect to the x-velocity at the protective concrete surface.

5.2.1. RHT model

Hardening in the RHT model is described by a linear interpolation between the elastic

limit and the maximum strength surface based on the effective plastic strain εp.

Yem = Ye +
εp

εp,hard
(Ym − Ye) with εp,hard =

Ym − Ye
3Gp

(5.18)

Where Gp is the plastic shear modulus, which is related to the elastic shear modulus G

of the concrete by Gp = ξG. With ξ = 0.5 being the default input parameter of the

RHT model. For the following simulations, the elastic shear modulus G = 12 962 MPa

of the concrete is calculated from a Young’s modulus of E = 31 108 MPa determined in

the SHB tests (table 4.3, [Mosig et al., 2021]) together with an assumed Poisson ratio

of ν = 0.2.
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G =
E

2(1 + ν)
(5.19)

After reaching the maximum strength surface, the RHT model uses a damage descrip-

tion introduced by [Holmquist et al., 1993], which describes the damage D by relating

the incremental plastic strain dεp to a plastic strain at failure εfp . The resulting damage

variable D then ranges from D = 0 for no damage below the maximum strength to

D = 1 when the residual strength surface is reached.

D =

∫ εp

0

1

εfp
dεp (5.20)

The effective plastic strain at failure εfp is controlled by two failure parameters d1 and d2

as well as the hydrostatic tensile cutoff pt. In addition, it is constrained by a minimum

plastic strain εminp to avoid fracture caused by low magnitude tensile waves [Grunwald

et al., 2017].

εfp = d1

(
p

fc
− (1−D)

pt
fc

)d2
≥ εminp (5.21)

Softening in the RHT model is described by a linear interpolation between the maxi-

mum strength surface and the residual strength surface based on the damage parameter

D.

Ymr = Ym +D(Yr − Ym) (5.22)

The direction of plastic flow with respect to the current yield surface is given in the

RHT model by a non-associative flow rule perpendicular to the hydrostatic axis. This

continues the strict separation of the hydrostatic and deviatoric components of the stress

tensor and avoids the need for additional iterations due to an interaction of the plastic

flow with the equation of state. As a consequence, shear dilatation is not represented

by the RHT model.

The slope of the softening part in compression can be controlled by the damage pa-

rameter d1, which is the dominant influence for compressive loading in equation (5.21).
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For the present case, the parameter d1 = 1.5× 10−2 and the parameter d2 is left at the

default value (d2 = 1.0). These parameters agree with the calibration presented by [Tu

and Lu, 2009].

Figure 5.5 shows the compressive stress-strain relation from single-element simu-

lations for different confining pressures. For a comparison, the dotted lines show the

empirical curves which have been calculated according to equations (5.12) and (5.13).

The dashed lines show the result of the simulations with the default parameters for a

concrete with a compressive strength of fcm = 35 MPa. The solid lines show the results

of simulations with the newly adjusted parameters.
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Figure 5.5.: Stress-strain-relation for triaxial compression with confinement (RHT
model)

Comparing the different curves in figure 5.5, the default parameters significantly under-

estimate the compressive strength of the concrete as described by [Samani and Attard,

2010]. This is mainly influenced by the lower compressive meridians of the default pa-

rameters shown in figure 5.1. With the calibrated parameters, a much better fit can be

obtained.

The different shape during hardening is caused by the linear interpolation between the

elastic limit and the maximum strength surface. A particularly noticeable effect is that

there is still a residual compressive strength of the concrete without any additional

confinement (curves with pc =0.0 MPa).

Figure 5.6 shows the tensile stress-strain relation from the single-element simula-
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tions. As before, the dashed line shows the results from the simulation with default

parameters and the solid line shows the results with newly adjusted parameters. For

comparison, the dotted line shows the empirical curve calculated according to equa-

tion (5.14).
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Figure 5.6.: Stress-strain-relation for uniaxial tension (RHT model)

As explained by [Tu and Lu, 2009], the term in parentheses in equation (5.21) becomes

small in case of tensile loading and the minimum strain εminp is the governing parameter

for the tensile softening behavior. On the basis of equation (2.38) and the linear softening

behavior of the RHT model, εminp can be calibrated to represent the desired fracture

energy Gf for a given size of the fracture process zone lc according to equation (5.23).

εminp =
2Gf

lcft
(5.23)

For a size of the fracture process zone equal to the element size le = lc = 24 mm, a

fracture energy Gf = 138 J m−2 according to equation (5.17), and a tensile strength

ft = 2.7 MPa according to equation (5.16) this results in εminp = 4.3× 10−3.

The higher peak value of the default fit in figure 5.6 is caused by a normalized tensile

strength of ft/fc =1× 10−1 as opposed to ft/fc =7.5× 10−2 for the new calibration

based on equation (5.16). Together with the greater default minimum strain εminp this

causes the simulation with default parameters to considerably overestimate the fracture

energy for the given element size with Gf = 416 J m−2.



5.2. Hardening, softening and damage 141

5.2.2. KCC model

In the KCC model, hardening and softening are described by an interpolation between

the different surfaces based on the parameter η, which is given by a user-defined λ-η

relation. The parameter λ is in turn defined by equation (5.24).

λ =


∫ εp

0

1

(1 + p/ft)b1
dεp , p ≥ 0∫ εp

0

1

(1 + p/ft)b2
dεp p < 0

(5.24)

The description of the parameter λ is similar to the damage parameter D of the RHT

model in equation (5.20), but with an option to account for a different evolution in

compression and tension based on the parameters b1 and b2.

The parameter η increases from 0 to 1 between the elastic limit (λ = 0) and the maxi-

mum strength surface (λ = λm), describing the hardening of the concrete. Subsequent

softening between the maximum strength and the residual strength is described by a

decreasing η back to 0 as λ increases.

The default λ-η relation has been calibrated for an element size of le = 101.6 mm

(4.0 inches) with the intention of being applicable to a wide range of element sizes and

aggregate sizes [Crawford et al., 2012]. To account for element sizes that differ from the

calibrated size, [Crawford et al., 2012] gives an equation for the compressive damage

exponent b1 as a function of the element size le:

b1 = 0.0135 le + 0.79 le[mm] (5.25)

To account for the influence of different compressive strengths and aggregate sizes on the

tensile behavior of the concrete, [Crawford et al., 2012] provides a means to calibrate the

tensile exponent b2 as a function of the aggregate size da and the compressive strength

fc of the concrete.
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b2 = (1.4× 10−4 (3 da)
2 − 3.86× 10−2 (3 da) + 3.06)·

· (1− 8.41× 10−5 f 2
c + d fc − 0.484) da [mm], fc [MPa]

(5.26)

In addition, release III of the KCC model includes an automatic adjustment of the tensile

softening behavior based on the input parameter wloc, which is related to the element

size and controls its influence on the fracture energy [Crawford et al., 2012]. While this

relation can give a good description of the concrete behavior for many situations, it

proves to be problematic in the case of small element sizes [Crawford et al., 2012].

This is especially relevant in the case of the present simulations of contact detonations.

Therefore, the parameter wloc is set to a value much smaller than the element size wloc �
le to exclude the automatic adjustment [Kucewicz et al., 2022]. For the simulations with

default parameters the parameter wloc is set to the size of the fracture process zone

wloc = lc together with the suggested parameters b1 and b2 according to equations (5.25)

and (5.26).

The present calibration uses a new λ-η relation based on modified versions of equa-

tion (5.12) for hardening (λ ≤ λm) and equation (5.14) for softening (λ > λm):

η(λ) =


AX1 +BX2

1

1 + (A− 2)X1 + (B + 1)X2
1

, λ ≤ λm[
1 + (c1X2)3] exp (−c2X2)−X2 (1 + c3

1) exp (−c2), λ > λm

(5.27)

X1 =
λ

λm
, X2 =

λ− λm
λr − λm

Where λm = 1× 10−4 is the location of the peak of the λ-η relation at η = 1, which

is reached at the maximum strength surface and defines the transition from hardening

to softening. λr = 2.5× 10−3 is the point where η returns to 0, defining the arrival at

the residual strength surface. The parameter A = 8 controls the initial slope of the λ-η

relation in the elastic region and B the curvature in the plastic hardening region starting

at ξ = fpl/fc = 0.45 [Samani and Attard, 2010]. These parameters were calibrated using

single-element simulations for triaxial compression and uniaxial tension.
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B =
(A− 1)2

1− ξ
− 1 (5.28)
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Figure 5.7.: Default (dashed) and calibrated (solid) λ-η relation

The λ-η relation is a single curve that describes the compressive and tensile behavior

of the concrete. To account for different behavior in compression and tension, the

compressive exponent in equation (5.24) is set to b1 = 1.35 and the tensile exponent is

set to b2 = 1.0.

The damage parameter D is defined to range from 0 to 1 for hardening between the

elastic limit and the maximum strength surface, and from 1 to 2 for softening between the

maximum strength surface and the residual strength surface. Therefore, when comparing

the two material models, the damage parameter in the range between 1 and 2 from the

KCC model must be compared with the damage parameter in the range between 0 and

1 from the RHT model.

D =
2λ

λ+ λm
(5.29)

The direction of the plastic flow relative to the current yield surface can be varied

in the KCC model based on the parameter ω. ω = 0 describes non-associative flow

perpendicular to the hydrostatic axis similar to the RHT model, and ω = 1.0 gives a

fully associative description of the plastic flow perpendicular to the current yield surface.

The default value is ω = 0.5, while [Crawford et al., 2012] suggests a range between
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ω = 0.5 and ω = 0.9 for concrete with fine aggregates.

Figure 5.8 shows the compressive stress-strain relation from the single-element

simulations for different confining pressures. For a comparison, the dotted lines show the

empirical curves which have been calculated according to equations (5.12) and (5.13).

The dashed lines show the result of the simulations with the default parameters for

concrete with a compressive strength of fc =35 MPa. The solid lines show the results of

the simulations with the newly calibrated parameters.
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Figure 5.8.: Stress-strain relation for triaxial compression with confinement (KCC
model)

Already the simulations with the default parameters are in good agreement with the

empirical predictions according to [Samani and Attard, 2010]. However, the calibrated

parameters give a slightly better agreement.

Figure 5.6 shows the tensile stress-strain relation from the single-element simula-

tions. As before, the dashed line shows the results from the simulation with default

parameters and the solid line shows the results with the calibrated parameters. For

comparison, the dotted line shows the empirical curve calculated according to equa-

tion (5.14).

In case of the tensile softening, the calibrated parameters are in much better agreement

with the shape of the empirical curve than the description using the default parame-

ters. While the default parameters underestimate the empirical fracture energy with

Gf = 67 J m−2, the calibrated parameters give a fracture energy of Gf = 135 J m−2,
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Figure 5.9.: Stress-strain relation for uniaxial tension (KCC model)

which agrees with the fracture energy according to equation (5.17).
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5.3. Influence of the strain rate

Both material models describe the influence of the strain rate on the deviatoric strength

by a dynamic increase factor (DIF) separately for compression and tension. The effects

relevant for the strength increase with increasing strain rate have already been discussed

in section 2.4.6. Therefore, only the implementation of these factors in both material

models are given below.

The RHT model describes the dynamic strength increase in dependence on the plastic

strain rate ε̇p separately for compression (c) and tension (t):

DIFc,t =


(

ε̇p

ε̇0
c,t

)βc,t

ε̇p
c,t ≥ ε̇p

γc,t ε̇p
1/3 ε̇p > ε̇p

c,t

(5.30)

with:

βc = (5 + 3/4fcm)−1 (5.31)

βt = (10 + 1/2fcm)−1 (5.32)

Where fcm is the mean compressive strength of the concrete and γc,t is determined by

the program from continuity requirements so that the function has a monotonically

increasing shape. The exponents βc,t of the first part of the curves are calculated by the

program according to the equations (5.31) and (5.32), but can also be entered directly by

the user. The default reference strain rates correspond to [Comite Euro-International

du Beton, 1993] ε̇0
c,t = 30× 10−6 s−1. The threshold between the different regions is

set by default to a plastic strain rate of ε̇p
c,t = 1× 1022 s−1, which excludes the second

steeper part of the strength increase.

In case of the KCC model, the strain rate increase factor is included by a simple user-

defined input of enhancement factors in dependence on the strain rate, also separately

in compression and tension.

Figure 5.10 shows the relative increase in concrete strength under compressive and ten-
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sile loading with increasing strain rate for both material models. The gray dots mark

measurements from different authors which have been collected by [Xu and Wen, 2013].

The gray rectangles represent the increase in tensile strength of the concrete used in the

present test series, determined from the Split Hopkinson Bar (SHB) tests of [Mosig et al.,

2021]. For this, the dynamic tensile strength determined in the SHB tests is compared

to the quasi-static tensile strength according to equation (5.16).

[Xu and Wen, 2013][Xu and Wen, 2013]

[Mosig et al., 2021]

Figure 5.10.: Dynamic strain rate increase factor in tension (left) and compression (right)

The following simulations use the description of the RHT model with slightly modified

input parameters. These are the quasi-static reference strain rates in compression and

tension of ε̇0
c,t = 30× 10−6 s−1 as well as the beginning of the second steeper part of

the curves for plastic strain rates in compression ε̇p
c =80 s−1 and tension ε̇p

t = 1.5 s−1.

In addition, the exponents for the first part of both curves are set to βc = 2.2× 10−2

and βt = 5.5× 10−2 to match their respective slopes to the experimental measurements.

The resulting fitted curves are shown as solid lines in figure 5.10.

The fitted curve of the RHT model is also used for the KCC model, with the difference

that, similar to the default parameters of the KCC model, both curves are limited by

a maximum strain rate increase factor of DIFc,t ≤10. Whilst this is not expected to

have a major effect on the simulation results, it is necessary to define a dynamic increase

factor over the wide range of possible strain rates using the tabular input.

To investigate the effect of the strain rate on the tensile softening behavior of the material

models, figure 5.11 shows the tensile stress-strain relation of both material models for

different strain rates. Unlike the simulations in the last section, these simulations include
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the dynamic strain rate increase factors according to figure 5.10.

The red dotted lines show the expected shapes of the tensile softening behavior based on

the respective descriptions of the material models. For this, the strain at the maximum

strength is estimated from the dynamic tensile strength together with a Young’s modulus

of E = 31 108 MPa determined in the SHB tests (table 4.3, [Mosig et al., 2021]). The

softening part of the curves is calculated by equation (5.14) for the KCC model and

by a linear interpolation between the maximum strength and a plastic failure strain of

εminp = 4.3× 10−3 for the RHT model. The higher maximum strength of the RHT model

at a strain rate of 103 s−1 is due to the fact that, unlike the curve for the KCC model,

the RHT model does not limit the DIF with a threshold.
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Figure 5.11.: Influence of the strain rate on the tensile stress-strain relation, KCC (left)
and RHT (right)

Up to a strain rate of 1 s−1, the simulation results of both material models agree quite

well with the expected shape of the the tensile softening behavior. For a strain rate of

101 s−1, the KCC model shows some oscillations, but overall the agreement between the

simulation and the expected shape is good for both material models.

Starting from a strain rate of 102 s−1, the simulation results begin to deviate from the

expected shape of the softening behavior. In the case of the KCC model, this results in

a slightly faster decrease in tensile stress with increasing strain rate when compared to

the expected shape, while the RHT model shows strong oscillations. The reason for the

larger maximum strain in the case of the RHT model at a strain rate of 103 s−1 is that

εminp is no longer the dominant parameter in equation (5.21) at this strain rate.
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Similar simulations with a layer of multiple elements instead of a single element show

that the oscillations can be damped by the neighboring elements. However, the overall

behavior is still similar, with a faster decay of strength during softening at higher strain

rates. This behavior of the softening at high strain rates, and therefore of the fracture

energy, is considered one of the main issues for the numerical simulations. Experimental

results of [Weerheijm and Vegt, 2010] even suggest a more linear shape of the softening

with increasing strain rate.

In order to analyze the effect of the deviating shapes of the softening behavior on the

fracture energy, the fracture energies are calculated according to equation (2.38) for an

extension of the fracture process zone of lc = 24 mm. It is important to note that the

calculated curves were not designed to quantify the increase in fracture energy with

increasing strain rate, but to describe the softening behavior of the concrete in a quasi-

static case. Nevertheless, the material models have been calibrated in this way and

therefore the expected curves should represent the numerical results for the fracture

energy with increasing strain rate. The resulting fracture energies for the different strain

rates are shown in figure 5.12 as black lines, including reference values from the literature

(gray dots) and the values resulting from the expected shape (red dotted lines).

The influence of the strain rate on the fracture energy is still part of the ongoing dis-

cussion (e.g. [Schuler et al., 2006], [Weerheijm and Vegt, 2010], [Rey-de Pedraza et al.,

2018]). Here the results from the simulations are shown to compare the differences in

both material models and set them in context with the experimental measurements.

The fracture energies from both material models agree quite well with the expected

values up to a strain rate of 101 s−1. After that, the fracture energies from the simulations

are much lower than what would be expected from the underlying definitions.

A possible reason for this is described in [Schwer, 2009b]. Although the tensile stress is

only applied in one direction, there are also stresses and strains in the lateral directions

which are dictated by the Poisson ratio. Due to the mass associated with the nodes

of the finite elements, these nodes do not react immediately, but are subject to inertial

effects. This introduces additional stresses into the material, which lead to a deviating

behavior at high strain rates. However, as described in section 2.4.6, according to [Lu

and Li, 2011] and [Xu and Wen, 2013], the strength increase due to lateral inertia is

only considered relevant in the case of the compressive strength.



150 5. Numerical simulation of secondary debris

[Rey-de Pedraza et al., 2018]
[Weerheijm and Vegt, 2010]
[Mosig et al., 2021]
[Schuler et al., 2006]

[Rey-de Pedraza et al., 2018]
[Weerheijm and Vegt, 2010]
[Mosig et al., 2021]

[Schuler et al., 2006]

Figure 5.12.: Specific fracture energy in dependence on strain rate, KCC (left) and RHT
(right)

Test simulations show, that reducing the density or the Poisson’s ratio of the concrete

significantly reduces the deviating softening behavior, which supports the explanation

of [Schwer, 2009b]. The extent to which this is a true physical effect or a numerical

problem cannot be conclusively determined within the scope of this work.

This behavior can be influenced by the time step scale factor tsfac, which reduces

the time step of the calculation to a fraction of the value resulting from the Courant-

Friedrichs-Lewy criterion. While this does not solve the problem, it can reduce its

effect to some extent. This is particularly relevant for strain rates of 103 s−1 and above.

The present single-element simulations were performed with a value of tsfac = 0.01.

Therefore, a time step scale factor of tsfac = 0.01 will also be used for the simulation

of the experimental tests.

5.4. Equation of state

The equation of state, describing the hydrostatic part of the material model, is given by

a simple tabular input in case of the KCC model. The RHT model uses a polynomial

description of the EOS for the solid matrix material with p-α-compaction to include

the influence of the porosity. The essential parts of this description have already been

introduced in section 2.3. The following section describes the calibration process of the
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EOS with experimental measurements from the literature.

Unlike the original implementation of the RHT model in Autodyn, the LS-Dyna imple-

mentation does not derive the slope of the EOS below the elastic limit directly from the

porous sound velocity dp/dρ = c2
B,0 [Grunwald et al., 2017]. Instead, the bulk modulus

in the elastic region K0 is linked to the bulk modulus of the compacted material A1 via

the initial porosity α0 = ρc/ρ0.

A1 =
dp

dρ
ρc = K0 α0 (5.33)

The elastic bulk modulus K0 = 17 355 MPa and the associated bulk wave velocity

cB,0 = 2796 m s−1 in the elastic region (ρ0 = 2.22 g cm−3) are derived from the longi-

tudinal wave velocity cL,0 = 3751 m s−1 determined in the SHB tests (table 4.3, [Mosig

et al., 2021]) together with an assumed Poisson ratio for the concrete of ν = 0.2.

K0 =
E

3− 6ν
=
c2
L,0 ρ0

3− 6ν
= c2

B,0 ρ0 (5.34)

Comparing equations (5.33) and (5.34) with the approximation by equation (2.19), the

bulk wave velocities of the compacted material cB,c and the porous material cB,0 are

proportional to the initial porosity α0 in the implementation of the RHT model in LS-

Dyna:

c2
B,c

c2
B,0

= α0 (5.35)

The crucial variable for fitting the EOS is therefore the initial porosity α0 of the con-

crete, which determines the length of the compaction path and thus the amount of the

dissipated energy.

In the following, a simple volume-based mixing rule is used to determine the initial

porosity of the concrete. The corresponding proportions of the concrete are shown in

table 5.3.

The calculation of the densities of the porous and compacted cement stone is based on

experimental data of [Duric, 2018], who determined the densities of cement stone with
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Table 5.3.: Components of the wet concrete (see appendix figure A.4)

aggregates water cement fly ash

mass [kg] mG =1888 mW =137 mZ =280 mA =70
density [kg.m−3] ρG =2640 ρW =1000 ρZ =3100 ρA =2200

volume fraction [-] vG =0.76 vW =0.13 vZ =0.09 vA =0.03

and without pores for different water/cement (w/c) ratios. For the present concrete

with a w/c ratio of 0.49 (fly ash neglected), a porous density of ρZS,0 =1552 kg m−3

and a density of the compacted matrix material of the cement stone without pores of

ρZS,c =2633 kg m−3 are obtained. Thus, the densities of the porous concrete ρ0 and the

compacted concrete ρc can be calculated as follows:

ρ0 = vGρG + vAρA + (vZ + vW )(ρZS,0 + 0.5 αZS,0 ρW ) (5.36)

ρc = vGρG + vAρA + (vZ + vW )ρZS,c (5.37)

It is assumed that the compaction of the concrete takes place only within the cement

stone and that the aggregate does not undergo any change in density. Furthermore, the

volume fraction of cement stone in the hardened concrete is derived from the volume

fractions of water and cement in the wet concrete. Analogous to [Gebbeken and Hart-

mann, 2010], it is assumed that 50 % of the pores in the hardened cement stone are filled

with water and the initial porosity of the cement stone is given by:

αZS,0 =

(
1− ρZS,0

ρZS,c

)
(5.38)

Using the data from table 5.3, the density of the porous concrete is ρ0 = 2422 kg m−3

and the density of the compacted concrete is ρc =2624 kg m−3.

Comparing the calculated density of ρ0 = 2422 kg m−3 with the experimentally measured

density of the concrete in this test series ρ0 = 2220 kg m−3, it can be seen that the

calculated density of the porous concrete is about 10 % too high. The author considers

that the most likely cause of this discrepancy is a deviation in the density of the aggregate

from the manufacturer’s specifications. Therefore, the density of the aggregate is reduced
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so that the density of the porous concrete calculated by equation (5.36) matches with

the corresponding experimentally measured density. The adjusted aggregate density of

ρG = 2350 kg m−3 is within the normative limits of 2000 kg m−3 ≤ ρG ≤ 3000 kg m−3

[Thienel, 2018] for a normal aggregate.

Using the resulting initial porosity of α0 = 1.08, the bulk wave velocity of the compacted

concrete cB,c =2905 m s−1 is calculated according to equations (5.35) and (5.34) to en-

sure that the slope of the EOS in the elastic region matches the elastic bulk modulus

K0 =17 355 determined from the SHB tests (equation (5.34)).

The slope S =1.38 of the us-up relation is determined by a linear fit to the corresponding

experimental measurements from the literature shown in figure 5.13. In agreement with

[Neel, 2018] and [Hall et al., 1999] it is assumed that the concrete is fully compacted

at a particle velocity of up = 500 m s−1. With the density of the compacted concrete

of ρc =2406 kg m−3 this gives a compaction pressure of pc = 4308 MPa according to

equation (2.4).

The regression line is then fitted to the experimental measurements with up ≥ 500 m s−1

and the determined bulk wave velocity of the compacted concrete cB,c =2905 m s−1 as

the us-axis intercept (see figure 5.13).

[Grady, 1995]

[Chhabildas et al., 1999]

[Hall et al., 1999]

[Nahme, 2000]

[Gebbeken et al., 2006]

[Wang et al., 2022]

[Grady, 1996]

Figure 5.13.: us-up relations from literature including linear approximation for the em-
ployed calibration

Figure 5.14 shows the equations of state with default and fitted parameters in the ρ/ρ0−p
space, including experimental results from the literature.

The newly calibrated equation of state resembles the default equation of state of the
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[Grady, 1995]
[Grady, 1996]
[Chhabildas et al., 1999]

[Hall et al., 1999]
[Nahme, 2000]
[Gebbeken et al., 2006]

Figure 5.14.: Equation of state for RHT model and KCC model

KCC model up to a compaction of ρ/ρ0 = 1.004. At high pressure, the shape is qual-

itatively similar to the default equation of state of the RHT model, with a slightly

shorter compaction path. This results from the lower initial porosity α0 compared to

the default parameters, which is mainly due to the higher proportion of aggregates in

the present concrete compared to that used to derive the default EOS. In addition, a

mass-based mixing rule was used to derive the default parameters [Riedel, 2000], while

a volume-based mixing rule is used in the present work, analogous to [Hartmann, 2009].

Compared to the default EOS, the newly calibrated EOS of the RHT model has a smaller

slope in the elastic region of K0 =17 321 MPa, which is in better agreement with the

bulk elastic modulus of K0 =17 282 MPa calculated according to equation (5.34).

The KCC model uses a simple tabular description of the EOS which is included by

*eos tabulated compaction. For this, the pressures p and the bulk modulus K

are each described by 10 discrete values as a function of the volumetric strain εV . The

default EOS of the KCC model is only defined down to a volumetric strain of εV =−0.21.

Below this compaction, the program linearly extrapolates the pressure with respect to

the volumetric strain.

The p-εV relation for the following calculations are chosen so that the EOS of the KCC

model is congruent with the EOS of the RHT model. In the absence of other information,

the associated bulk modulus K is estimated from the derivative of the pressure p with

respect to the volumetric strain εV , with a lower bound given by the elastic bulk modulus
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K0 according to equation (5.34):

K = − dp

dεV
≥ K0 (5.39)

To account for the compaction of the concrete, the bulk modulus is linearly interpolated

between the elastic limit and the onset of full compaction pc. Figure 5.15 shows the

resulting equation of state (left) and the associated bulk modulus (right) both as a

function of the volumetric strain.
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Figure 5.15.: Tabular equation of state (left) and bulk modulus (right) for the KCC
model

To compare the assumed bulk modulus for the KCC model with the description of the

RHT model, figure 5.16 shows the unloading path for both material models following

different hydrostatic pressures (1.0 GPa - 6.0 GPa).

A significant difference between the two material models can be seen. In the KCC model,

the bulk modulus and thus the remaining plastic volume change increases continuously

with increasing pressure. While the plastic volume change at lower hydrostatic pressures

(1.0 GPa, 2.0 GPa) from the RHT model is similar to the results from the KCC model,

the behavior changes significantly at high hydrostatic pressures. Mainly due to the

determined slope S of the us-up relation, the elastic capacity of the RHT model increases

again with increasing compression, which is reflected in a smaller residual volume change

after unloading. Although no experimental measurements are available to validate this

behavior, it does not seem physically reasonable to the author, especially for concrete

that has been fully compacted to the granular structure (p ≥ pc).
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Figure 5.16.: Hydrostatic unloading KCC model (left) and RHT model (right)

Both material models have been calibrated to give a very similar representation of the

concrete. A complete set of the input parameters for both material models can be found

in the appendix section E

5.5. Reinforcing steel

The reinforcing steel is modeled using the simplified Johnson-Cook material model [Ls-

dyna, 2021], [Johnson and Cook, 1983]. This material model is able to represent strain-

rate dependent material behavior. In contrast to the original Johnson-Cook material

model, thermal effects and damage are neglected. The resulting yield stress is calcu-

lated as:

σ =
(
A+Bεnpl

)(
1 + C ln

ε̇

ε̇0

)
(5.40)

In this εnpl is the plastic strain, ε̇ the strain rate and ε̇0 = 1.0 s−1 the quasi-static threshold

strain rate below which no strain adjustment is necessary.

Failure of the reinforcing steel could only be observed in very few experimental tests

directly behind the explosive and is not considered relevant for the behavior of the

secondary debris. Consequently a failure criterion is not included for the reinforcement

to reduce the influence of eroded elements from the simulations.



5.6. Numerical model 157

The material parameters for the high ductility reinforcement steel B500B are taken from

[Cadoni and Forni, 2015] and are shown in table 5.4.

Table 5.4.: Material parameters Johnson-Cook

A B n C ρ E ν
[MPa] [MPa] [-] [-] [g mm−3] [MPa] [-]

571 643 0.72 2.14× 10−2 7.85× 10−3 205× 103 0.29

5.6. Numerical model

For the numerical simulation of the concrete structure, the symmetry of the test setup is

utilized and only a quarter of the setup is modeled with symmetric boundary conditions.

The L-shaped steel supports of the concrete slab are not modeled directly. Instead, the

displacement of the nodes in the area of the supports is fixed in the direction perpen-

dicular to the surface of the concrete slab.

The concrete structure is discretized using under-integrated Lagrangian hexahedral el-

ements (elform = 1). For the spatial discretization of the structure, fully integrated

elements would allow a coarser discretization, but can also lead to a stiffer element

behavior than under-integrated elements (shear locking). This is especially relevant in

the context of the large deformations present in the simulations performed. Also, the

computation time for fully integrated elements is much higher than for under-integrated

elements [Lsdyna, 2019]. Since very fine meshing is required anyway to model the prop-

agation of the shock front, under-integrated elements with constant stress are well suited

to discretize the structure. To avoid non-physical hourglass deformations that can occur

in under-integrated elements, Flanagan-Belytschko viscous damping (ihq=3) is added.

The rebar is modeled using Hughes-Liu beam elements (elform = 1) with a circular

cross section. The coupling between the concrete and the rebar is defined by *con-

strained beam in solid penalty using the default penalty factor of 0.1.

The ALE domain for the explosive extends up to 500 mm from the symmetry planes

in the directions perpendicular to the normal vector of the concrete surface (y- and z-

direction). In the loading direction (x-direction), the ALE domain (air and explosive)
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overlaps with the the Lagrangian domain (concrete) by 100 mm. In the opposite direc-

tion, the ALE domain extends up to a distance of 200 mm from the loaded surface of

the concrete slab.

The element size for the ALE domain of 2.5 mm is selected based on the convergence

study in section 3.2. The resulting total momentum transmitted from the explosive to

the structure is within 5 % of the estimated ”exact” solution according to Richardsons

extrapolation [Richardson and Gaunt, 1927].

The interaction between the explosive and the concrete structure is modeled using the

penalty-based contact algorithm *ale structured fsi. The penalty factor is given

by a linear description based on the suggestions of [Chen, 2020]. This description is

defined by the origin (0,0) and the point (0.1 le, pmax), where le = 2.5 mm is the element

size of the ALE mesh and pmax = 1.2× 104 MPa is the maximum pressure determined

by repeated calculations.

After 0.1 ms, the simulation of the explosive is terminated as there is no relevant in-

teraction with the concrete structure afterwards. The lateral dimensions of the ALE

domain include the entire expansion of the explosive along the surface of the concrete

slab during this time.

Figure 5.17 shows an example of the numerical model for a 30 cm thick concrete slab

loaded with 2000 g of explosive. To illustrate the rebar, parts of the concrete are blanked

out.

5.6.1. Regularization of the fracture energy and spatial

discretization

As described in section 5.2, different mesh sizes affect the concrete softening behavior

described by the material model. To adjust the calibrated λ-η relation from the KCC

model for an alternative element size, [Yin et al., 2023] gives a regularization method

according to equation (5.41). This method scales the tensile softening part of the λ-η

relation (λ > λm) for a given element size le depending on the calibrated element size

lrefe (here lrefe = 24 mm). A similar effect can be achieved by scaling λr in equation (5.27)

with le/l
ref
e .
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Figure 5.17.: Example of the numerical model for a 30 cm thick concrete slab loaded
with 2000 g of SEMTEX10

λlei =

λi i ≤ m

λm + (λi − λm) le/l
ref
e i > m

(5.41)

As explained in section 5.2, the fracture energy is defined by the integral under the

stress-strain relation multiplied by the size of the fracture process zone according to

equation (2.38). To calculate the fracture energy dissipated by one element, the integral

under the stress-strain relation is multiplied by the characteristic size of that element.

To compare the different regularization methods, figure 5.18 shows the resulting fracture

energies dissipated by one element for different element sizes with and without regular-

ization for both material models. The associated tensile stress-strain relations can be

found in the appendix section G.3.

As can be seen in figure 5.18, the fracture energies of the two material models agree very

well for different element sizes.

In case of the KCC model without fracture energy regularization, the fracture strain
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Figure 5.18.: Fracture energy dissipated by one element for different element sizes for
the RHT model and the KCC model with and without regularization

increases with decreasing element size, so that the fracture energy of one element re-

mains constant for the different element sizes. Therefore, the total fracture energy of a

structure increases with a decreasing element size because multiple elements span the

entire fracture process zone.

With fracture energy regularization according to equation (5.41), the stress-strain rela-

tion from the KCC model becomes independent of the element size. This ensures, that

each element dissipates only the fracture energy associated with the region it represents,

rather than the total fracture energy of the entire fracture process zone.

In case of the RHT model, the fracture energy regularization works exactly the opposite

way. As explained in section 5.2, the minimum plastic strain in equation (5.21) dominates

the tensile softening behavior and can therefore be used to calibrate the fracture energy.

A constant failure strain leads to a decreasing fracture energy with decreasing element

size. Consequently, a regularization of the fracture energy according to equation (5.23)

leads to a constant fracture energy for different element sizes.

As discussed in section 5.2, the decision on which description is correct to describe the

secondary debris depends on whether the numerical fracture localizes within a single

layer of elements or distributes over the entire fracture process zone. To investigate

the influence of the fracture energy regularization on the velocity of secondary debris,

the x-velocity of the concrete at the protective surface of a 30 cm thick concrete slab

loaded with 2000 g SEMTEX10 is compared below. The simulations are performed with

different element sizes, both with and without fracture energy regularization for both
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material models.

To reduce the total number of elements, the respective mesh size is implemented only

within the inner 500 mm from the center of the concrete slab in the directions normal

to the symmetry surfaces. The concrete outside of this central region is not considered

relevant for the simulation of the secondary debris, but is necessary to allow the different

waves to propagate out of the relevant central region. Therefore, the mesh size in the

outer region is continuously increased up to four times of the mesh size in the center.

As a result, the fracture energy in this outer region is not correctly represented. The

mesh size in the thickness direction of the concrete slab is kept constant throughout the

whole concrete structure. The reinforcement was not included for this comparison of the

influence of the fracture energy in order to avoid additional variables.

Figure 5.19 (left) shows the evolution of the maximum x-velocity with time at the center

of the concrete slab for the KCC model. Figure 5.19 (right) shows the distribution of

the x-velocity at 1.0 ms over the radial coordinate for the KCC model. To minimize

the influence of boundary effects, the radial coordinate is defined along the diagonal of

the numerical model. Both plots show the respective x-velocities for the different mesh

sizes with (red) and without (blue) fracture energy regularization. Figure 5.20 shows

the same information as figure 5.19 but from the simulations with the RHT model.

At this point, only the behavior of the two material models regarding the respective

fracture energy regularization is examined. A comparison of the two material models

and a discussion of the causes for the different velocities of the concrete at the protective

surface is given in section 5.7.

From figures 5.19 and 5.20 (left) it can be seen that the initial x-velocity increase before

0.1 ms is not affected by either the element size or the fracture energy regularization. This

initial x-velocity increase marks the arrival of the shock wave at the protective surface

before any tensile damage has occurred due to the reflected tensile wave. Therefore, it

is mainly influenced by the equation of state and less by the fracture properties of the

material.

With the onset of tensile damage, the influence of the fracture energy becomes apparent

in the further change in x-velocity with time. The influence of the fracture energy

regularization is analogous to the single-element simulations in figure 5.18. In case of

the KCC model the drop of the x-velocity after the initial peak is hardly affected by the
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Figure 5.19.: KCC: Velocity at protective surface of concrete slab with (red) and without
(blue) fracture energy regularization (T=30 cm, W=2000 g)
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Figure 5.20.: RHT: Velocity at protective surface of concrete slab with (red) and without
(blue) fracture energy regularization (T=30 cm, W=2000 g)
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variation of the element size with the presented regularization. Without regularization

the x-velocity drop increases with decreasing element size. Like in the single-element

simulations its exactly the opposite way in the case of the RHT model.

In both material models, the variant that leads to a similar x-velocity for different el-

ement sizes is the one that distributes the fracture energy over the fracture process

zone rather than localizing it within a single layer of elements (RHT without regular-

ization, KCC with regularization). This shows that the energy dissipation during the

fracture process relevant for spalling is not localized within a single element layer, but

is distributed over a larger fracture process zone.

A possible explanation for this could be that, unlike a uniaxial tensile test where the

stress is initially more or less uniformly distributed throughout the structure, the load

from the reflected tensile wave is not as uniformly distributed. Therefore, the location

of failure is more dependent on the shape of the tensile wave and localization to the

weakest link is less likely.

Figures 5.19 and 5.20 (right) show that the influence of the fracture energy regularization

is present over the entire radius of the spalling crater. Therefore, a correct calibration of

the fracture energy is very important for the material model to reproduce the velocity

of the secondary debris.

On average, refining the element size from 5.0 mm to 2.5 mm increases the required

computation time by a factor of 13. This increase is similar for both material models,

but the RHT model takes about 3.5 times longer for the simulation than the KCC model.

The reason for this are probably the additional iterations required for the more complex

definition of the EOS in the case of the RHT model.

The KCC model has some numerical problems that can lead to blow-ups of single el-

ements mainly on the protective surface and especially when simulating tests without

breach. The exact reason for these blow-ups could not be resolved, but it seems to be

related to the oscillating softening behavior at higher strain rates (see section 5.3). It

becomes more problematic for smaller element sizes and can be partially counteracted by

reducing the timestep scale factor tsfac or varying damping factors related to dynamic

viscosity and hourglassing.

The following simulations are performed with a mesh size of 5.0 mmm for the concrete

structure. For the KCC model with fracture energy regularization and for the RHT
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model without fracture energy regularization. Although this mesh size is required to

adequately represent the propagation of the shock wave, it is already well below the

minimum mesh size for which the assumption of homogenization of the material prop-

erties is valid according to [Bažant and Oh, 1983] (see section 5.2).

5.7. Simulation of the experimental tests

In the following, the simulations with both material models are compared with the

experimental tests. The focus is on the geometry of the spalling crater and the velocity

of the secondary debris.

In order to consider the different failure mechanisms, the evaluation is performed for two

experimental constellations of concrete slab thickness and explosive mass. One with a

breach in the concrete slab (20 cm, 1000 g) and one without a breach in the concrete slab

(30 cm, 1000 g). The constellations are selected so that cut concrete slabs are available

from the test series in order to compare the damage along the cross sections of the

concrete slabs.

5.7.1. Test with a breach in the concrete slab (20 cm, 1000 g)

For the situation with a breach in the concrete slab, figure 5.21 shows the protective

surface of a 20 cm thick reinforced concrete slab loaded by 1000 g of SEMTEX10 after

3.0 ms. On the left is the damage prediction of the RHT model, on the right the damage

prediction of the KCC model and in the center an image of the HS recording from test

SN142.

As explained in section 5.2, the damage parameter of the RHT model between 0 and

1 describes the interpolation between the maximum strength and the residual strength.

The corresponding quantity in the KCC model is given by the associated damage param-

eter between 1 and 2. Therefore, when comparing the two material models, one must

compare the damage parameter in the range between 0 and 1 from the RHT model with

the damage parameter in the range between 1 and 2 from the KCC model.

The comparisons between the numerical simulations and the experimental tests refer
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Figure 5.21.: Damage at the protective surface of the concrete slab, with a breach
(T=20 cm, W=1000 g)

mainly to the fully damaged areas from the numerical simulations (dark red), as partially

damaged concrete is difficult to identify visually in the experimental test.

Both material models describe a completely damaged area in the center of the reinforced

concrete slab with ”cracks” propagating in radial direction. Note that the propagation

of the ”cracks” in the numerical simulation is influenced by the layout of the spatial

discretization, which in the presented cases is dominant in horizontal and vertical direc-

tions.

In both material models, the area with completely damaged concrete (dark red) has a

diameter of about 40 cm, which is in good agreement with the experimental test. Outside

the central region, the damage predicted by the KCC model is slightly greater than that

predicted by the RHT model.

A representation of the crack pattern with individual fragments cannot be achieved with

either material model. As explained earlier, modeling of the individual aggregates on the

mesoscopic scale would improve the assumption of a homogenized material description

for the required element size. As a result, a better representation of cracks with individ-

ual fragments is expected. For a 3D discretization of the investigated concrete slabs, an

element size of ≤ 1.0 mm, which is the minimum requirement to model the individual

aggregates, would result in an extremely large number of more than 108 elements. Such
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Figure 5.22.: Damage in the cross-section of the concrete slab, with breach (T=20 cm,
W=1000 g)

simulations are therefore not feasible with the available IT infrastructure.

Figure 5.22 shows the damage in the cross-section of the reinforced concrete slab for

the same constellation as in figure 5.21. On the top the RHT model, on the bottom

the KCC model, and a photo of the cut reinforced concrete slab from test SN142 in the

middle. The included lines show the rotationally symmetric approximated geometry of

the spalling craters from both associated tests (see section 4.4.1). The damage plots from

the numerical simulations represent a section along the main diagonal of the numerical

model to minimize the influence of the boundary conditions along the symmetry borders.

The predicted damage from both material models is qualitatively similar with a com-

pletely damaged central region and ”cracks” propagating in radial directions. Especially

in the region of the spalling crater (x ≥ −5.0 cm) corresponding cracks can also be

found in the experimental test. In this region, the agreement with the experimental test

is considered slightly better for the RHT model than for the KCC model.
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Figure 5.23.: Velocity distribution, with breach (T=20 cm, W=1000 g)

In the central region of the reinforced concrete slab (−5.0 cm ≥ x ≥ −15.0 cm), the

damaged region is wider for both material models than in the experimental test. In

this region the agreement with the experimental test is considered slightly better for the

KCC model than for the RHT model.

To compare the x-velocity of the secondary debris calculated by the material models

with the experimental test, figure 5.23 shows the spatial x-velocity distributions at the

protective surface of the reinforced concrete in dependence on the radial coordinate

(right) and the depth coordinate (x-coord.) along the center of the reinforced concrete

slab (left).

The x-velocity distribution along the protective surface of the concrete slab (figure 5.23,

right) from both material models qualitatively agrees with the experimental test. How-

ever, the x-velocity of the KCC model is too high, especially in the center of the concrete

slab surface, and the velocity of the RHT model is too low.

The velocity distribution in the depth direction of the reinforced concrete slab (fig-

ure 5.23, left) differs significantly between the two material models. While the KCC

model gives an approximately linear reduction of the x-velocity in the depth direction,

the velocity distribution of the RHT model is almost constant over the thickness of the

reinforced concrete slab.

The velocity distribution in the depth direction of the reinforced concrete slab cannot

be measured experimentally. However, the depth of about 15 cm where the x-velocity
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Figure 5.24.: Damage at the protective surface of the concrete slab, without breach
(T=30 cm, W=1000 g)

in the KCC model reaches its minimum agrees well with the location of the breach (see

figure 5.22). Therefore, the x-velocity distribution of the KCC model is qualitatively

considered to give a better representation of the reality.

5.7.2. Test without a breach in the concrete slab (30 cm, 1000 g)

For the situation without a breach of the concrete slab, figure 5.24 shows the protective

surface of a 30 cm thick reinforced concrete slab loaded by 1000 g of SEMTEX10 after

3.0 ms. On the left is the damage prediction of the RHT model, on the right the damage

prediction of the KCC model and in the center an image of the HS recording from test

SN131.

Similar to the situation with a breach, both material models describe a completely

damaged region in the center of the concrete slab with ”cracks” propagating in radial

direction. An additional circumferential ”crack” can be identified in case of both material

models. This circumferential ”crack” corresponds to the edge of the spalling crater in the

experimental test. For both material models, the damage of the concrete at the surface is

significantly more pronounced than in the experimental test. This is particularly relevant

for the KCC model, which predicts partially damaged concrete along the entire surface

of the concrete slab. In the experimental tests, relatively large fragments separated by
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individual radial cracks fly off from the concrete slab.

Figure 5.25 shows the damage in cross-section of the reinforced concrete slab for the

same constellation as in figure 5.24. On top the RHT model, on the bottom the KCC

model and in the middle a photo of the cut reinforced concrete slab from test SN131.

The included lines show the rotational symmetric approximated geometry of the spalling

craters from both associated tests (see section4.4.1).

Similar to the situation with a breach, both material models describe a severely damaged

central region with ”cracks” in radial direction. These radial ”cracks” correspond well

with the experimental test, especially in case of the RHT model in the region of the

spalling crater.

In both material models there is no region with intact concrete between the spalling

crater and the crushing crater. While the KCC model shows slightly less damage in the

center of the concrete slab, the RHT model predicts completely damaged concrete over

the entire thickness of the concrete slab.

As outlined in section 4.5.3, the structure of the visually intact concrete in the center

of the reinforced concrete slab is damaged, although there is no breach. Therefore, the

damage description of the KCC model is considered acceptable in the context of the tests

performed. The RHT model is not capable to represent situations without a breach since

it always predicts completely damaged concrete throughout the total thickness of the

concrete slab.

To compare the secondary debris velocity from the numerical simulation with the ex-

perimental test, figure 5.26 shows the spatial x-velocity distribution at the protective

surface of the reinforced concrete slab in dependence on the radial coordinate (right) and

the depth coordinate (x-coord.) along the center of the reinforced concrete slab (left).

Similar to the situation with a breach, the spatial x-velocity distribution along the

protective surface of the reinforced concrete slab (figure 5.26, right) qualitatively agrees

with the experiment. While the maximum x-velocity in the center of the reinforced

concrete slab according to the RHT model is almost identical to the experimental test,

it is clearly too high in case of the KCC model.

Similar to the situation with a breach, the x-velocity according to the KCC model

decreases in the direction of the depth of the reinforced concrete slab, while the RHT
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Figure 5.25.: Damage in the cross-section of the concrete slab, without breach (T=30 cm,
W=1000 g)
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Figure 5.26.: Velocity distribution, with breach (T=30 cm, W=1000 g)

model gives a more constant x-velocity distribution. In case of the KCC model, a drop in

x-velocity can be seen at approximately x = −15.0 cm. This x-velocity drop corresponds

with the depth in the reinforced concrete slab up to which damaged concrete can be

detected in the cross section from the experimental test (figure 5.25).

5.7.3. Influence of the flow rule

An essential difference between the two material models is the direction of the plastic

flow. While the RHT model uses a purely non-associative flow rule perpendicular to the

hydrostatic axis, the KCC model allows the flow rule to be varied using the parameter

ω. For this, ω = 0 corresponds to a non-associative flow rule perpendicular to the hydro-

static axis (analogous to the RHT model) and ω = 1 corresponds to a fully associative

flow rule perpendicular to the current yield surface.

To investigate the influence of the flow rule on the simulated material behavior, fig-

ure 5.27 shows the spatial pressure distribution in the x-direction along the center of the

reinforced concrete slab for different values of ω. The time step shown is chosen to show

the situation just before the reflection of the pressure wave at the protective surface of

the concrete slab. The analog result of the RHT model is shown as a blue line.

As can be seen in figure 5.27, the flow rule has a significant influence on the propagation

of the pressure wave in the concrete. With a non-associative flow rule (ω = 1), the KCC
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Figure 5.27.: Pressure distribution in the x-direction along the center of the reinforced
concrete slab for different values of ω (T=30 cm, W=1000 g)

Figure 5.28.: Damage in the cross-section of the concrete slab from KCC model with
ω = 0 (left) and ω = 1 (right)

model shows a pressure distribution that is very similar to the RHT model after the

initial peak pressure. In this case, the pressure wave is characterized by an increasing

pressure after the initial shock front. With increasing ω, the energy of the pressure wave

shifts more towards the location of the shock front with a greater peak pressure and fast

faster decay afterwards.

Since the tensile damage is a direct result of the reflection of this incoming compressive

wave, the different shapes of these waves are expected to have a significant influence on

the resulting damage. To investigate this influence, figure 5.28 shows the damage in the

cross-section of the reinforced concrete slab from the KCC model for ω = 0 (left) and

ω = 1 (right). The corresponding damage for ω = 0.5 can be taken from figure 5.25.
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Figure 5.29.: Influence of the flow rule on the spatial x-velocity distribution (T=30 cm,
W=1000 g)

Figure 5.28 shows that the damage of the concrete slab with the KCC model is more

uniformly distributed across the cross-section with a non-associative flow rule (ω = 0,

left), similar to the RHT model. The damage, especially in the center of the concrete

slab, occurs only after the arrival of the second pressure peak shown in figure 5.28. With

an associative flow rule (ω = 1, right), the damage is localized more along the surfaces

of the concrete slab, which is in better agreement with the experimental test.

To investigate the influence of the flow rule on the spatial x-velocity distribution of

the secondary debris, figure 5.29 shows the spatial x-velocity distribution in the depth

direction (left) and along the protective concrete surface in radial direction (right).

The effect of the flow rule on the x-velocity is similar to that observed for the damage

prediction. For ω = 1, the x-velocity is more uniformly distributed across the cross-

section of the reinforced concrete slab similar to the RHT model. As ω increases, the

x-velocity distribution shifts toward the protective concrete surface resulting in a larger

maximum x-velocity. Thus, the spatial x-velocity distribution along the protective con-

crete surface is in better agreement with the experimental test for ω = 0, while this is

the case for the damage of the reinforced concrete slab for ω = 1.

To evaluate the influence of the flow rule on the strain rate of the concrete, figure 5.30

shows the strain rate along the protective surface of the concrete slab for the KCC model

with different values of ω and the RHT model. The strain rate shown is evaluated along
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Figure 5.30.: Influence of the flow rule on the strain rate on the protective side of the
concrete slab (T=30 cm, W=1000 g)

the diagonal of the protective surface of the concrete slab and has been averaged over

the first five element layers (25 mm) in the depth direction. This region was chosen

for averaging because it is representative of the estimated size of the fracture process

zone. Within this region, the strain rate shows a strong variation in between different

element layers, which is attributed to a localization of the strain. However, as discussed

in section 5.6.1, this localization is not represented by the x-velocity.

As can be seen, the flow rule has a large influence on the strain rate at the protective

surface. For a flow rule perpendicular to the hydrostatic axis (KCC: ω = 0 and RHT),

the maximum strain rate in the center of the protective surface is about 200 s−1. With

increasing ω the strain rate increases continuously, resulting in a maximum strain rate

of more than 800 s−1 for a fully associative flow rule perpendicular to the current yield

surface. This range of the strain rate is consistent with data from [Riedel and Forquin,

2013] on the strain rate within the spalling region of a concrete slab subjected to a

contact detonation.

Comparing the strain rate with the influence on the fracture energy discussed in sec-

tion 5.6.1, it becomes apparent that the concrete behavior is influenced by the reduced

fracture energy at high strain rates. This could be an explanation for the higher velocity

from the numerical simulation when compared to the experimental tests.

Further investigation of the effect described in section 5.6.1 is necessary to make reliable

statements about this relation. From an experimental point of view, DIC recordings of

the protective surface with a much higher frame rate (compared to the presented tests)
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could help to gain a better understanding. Based on the numerical simulations, a frame

rate of > 105 s−1 is required to capture the initial velocity increase before ∼ 0.2 ms,

which can then be used to derive the actual strain rate of the concrete.

5.7.4. Influence of the strain rate

As described by [Ožbolt and Riedel, 2013], especially at high strain rates the influence

of inertia on the macroscopic scale is the dominant influence on the strength increase

of the concrete, leading to the second steeper part of the DIF in figure 5.10. According

to [Ožbolt and Riedel, 2013], this strength increase should not be included into the

constitutive model, but result from the dynamic analysis on the macroscopic scale.

The homogenized description of the concrete using the employed plasticity-based mate-

rial models allows only for a limited consideration of the inertia effects on the macroscopic

scale. However, it is unclear how much of the strength increase is already accounted for

by the numerical model and how much needs to be accounted for by an additional

DIF. Therefore, to investigate the influence of the strength increase at high strain rates,

simulations are performed without the second steeper part of the DIF from figure 5.10.

Figure 5.31 shows the damage prediction of both material models for a 30 cm thick

concrete slab loaded by 1000 g of SEMTEX10. The only difference to the simulation

presented in section 5.7.2 is the missing steep part of the strength increase from fig-

ure 5.10.

Overall, the extension of the damaged region is similar to the simulation including the

steep part of the strength increase. But, the predicted damage is much more localized

in the simulations without the steep part of the strength increase, resulting in more

individual ”cracks” rather than a smeared damaged region. This becomes especially

apparent from the damage plots of the protective concrete surface (figure 5.31, upper

two images).

Figure 5.32 shows the resulting x-velocity distribution along the protective surface (right)

and along the center of the concrete slab (left) for both material models with (gray) and

without (black, mod.DIF) the steep part of the strength increase.

From figure 5.32 it can be seen that the influence of the DIF on the spatial x-velocity

distribution is not as severe as for the damage prediction with only a slight increase of
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Figure 5.31.: Influence of DIF on the damage prediction (T=30 cm, W=1000 g)
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Figure 5.32.: Influence of DIF on the spatial x-velocity distribution (T=30 cm,
W=1000 g)
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the x-velocity over the whole region of the spalling crater.

Qualitatively, the simulations without the steep part of the strength increase are con-

sidered to be a better representation of reality. However, the realistic representation

is probably somewhere in between these two extreme scenarios with a DIF that has a

reduced slope in the second region. In addition, there is still the deviating behavior

of the fracture energy described in section 5.6.1, which is considered to be the main

reason for the overestimated velocity from the numerical simulation compared to the

experimental tests. Therefore, further numerical and experimental research is required

for a conclusive explanation.

5.7.5. Influence of element erosion

An often employed technique is to represent the damage of a structure due to explosive

loading by eroding elements based on a selected failure criterion (e.g. [Xu and Lu, 2006],

[Tu and Lu, 2009], [Hong et al., 2017], [Kong et al., 2018], [Wu et al., 2020], [Wang et al.,

2021], [Yin et al., 2023]). This allows a geometrical representation of the damage and

can avoid numerical problems due to large deformations. In addition, the erosion of

elements creates new surfaces within the structure on which the existing waves can be

reflected.

Although this practice has proven useful in representing experimental results, it is an

irreversible process and the energy associated with the eroded elements is lost from the

simulation. Therefore, erosion criteria must be carefully selected based on the simulated

problem and with physics-based reasoning.

Most of the erosion criteria used are based on strain, stress or damage. Damage-based

criteria probably have the best physical justification for the erosion of the associated

elements because they directly reflect the behavior of the material as simulated by the

material model. However, none of the investigated material models include a damage-

based erosion criterion.

Stress-based criteria, such as a maximum tensile stress, provide a very simple criterion

for the erosion of elements. However, since the elements are eroded once this maxi-

mum or minimum value is reached, the subsequent softening behavior and therefore the

associated fracture energy are removed from the simulation.
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Strain-based erosion criteria can be correlated quite well with physical processes and also

include the softening behavior of the simulated material. However, like the softening

behavior, strain-based erosion criteria are mesh dependent, which has to be considered

when setting up a numerical model.

For the presented simulations, an erosion criterion based on the maximum principal

strain is selected, since tensile failure is considered to be the most important mecha-

nism for the secondary debris. This erosion criterion is implemented using the keyword

*mat add erosion and the associated parameter mxeps. The respective erosion strain

for both material models is set to the fracture strain from the calibrated softening be-

havior due to uniaxial tension presented in section 5.2. This allows the fracture energy

in tension to be correctly represented before the element is removed from the simula-

tion. For the RHT model mxeps = 4.3× 10−3 (figure 5.6) and for the KCC model

mxeps = 1.1× 10−2 (figure 5.9).

Figure 5.33 shows the damage predicted by the RHT model (left) and the KCC model

(right) using the maximum principal strain as the erosion criterion. The black regions

mark eroded elements.

The eroded elements in figure 5.33 correspond well with the locations where the concrete

is completely damaged (KCC: damage=2.0, RHT damage=1.0). This indicates, that the

selected erosion criterion is in principle suited to describe the occurring processes.

At the same time, the damaged region is much smaller than in the case without erosion,

which is especially obvious in the case of the RHT model (see figures 5.24, 5.25). This

effect is caused by the fact, that a significant amount of the explosive energy is already

eroded during the interaction of the explosive with the concrete. Although the erosion

criterion is a tensile strain, it is also relevant in the region of the crushing crater because

Poisson related deformations due to compressive loading can result in tensile strains

greater than the erosion limit. In addition, numerical oscillations due to the interaction

of the material with the shock wave can lead to nonphysical tensile strains.

To quantify the influence of the erosion, figure 5.34 shows the total energy transferred

from the explosive to the concrete slab on the left and the velocity at the protective

surface of the concrete slab on the right. Here Etot is the total energy and Eerod. the

eroded energy, both in the concrete part of the numerical model.

Figure 5.34 (left) shows, that the total energy transferred from the explosive to the
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Figure 5.33.: Influence of erosion on predicted damage: RHT left and KCC right,
(T=30 cm, W=1000 g)
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Figure 5.34.: Influence of erosion on the energy in the concrete (left) and the velocity at
the protective surface of the concrete slab
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concrete slab is reduced to 54 % in case of the KCC model and to 33 % in case of the

RHT model compared to the simulation without erosion. About 99 % of this erosion

occurs well before 0.02 ms. This shows, that the relevant erosion takes place during the

interaction of the explosive with the concrete, since the arrival of the shock wave at the

surface of the concrete slab facing away from the explosion is only at about 0.8 ms.

As a result, a considerable amount of the energy from the explosive is removed from

the simulation before its interaction with the concrete is complete. This is also reflected

by the x-velocity at the protective surface of the concrete slab, which is significantly

reduced due to the erosion (figure 5.34, right).

It is concluded that erosion alters the simulation of a contact detonation too much to

be considered representative of the experimental test. Alternative strain-based erosion

criteria, such as the maximum shear strain, show a similar effect. Therefore, erosion

should be avoided when simulating a contact detonation.

5.8. Summary

In this chapter, two well-established material models have been calibrated to provide a

similar representation of concrete. In addition to the strength surfaces and the dynamic

increase factor, this calibration includes the derivation of a new set of parameters for the

equation of state using a volume-based mixing rule. It was found that the hydrostatic

unloading from the RHT model, using the derived slope of the us-up relation, exhibits a

behavior that is considered physically unreasonable.

The focus of the calibration is on the softening behavior and the associated fracture

energy of the concrete, as it is a critical factor for the velocity of the secondary debris.

In this context, identified problems of the softening behavior at high strain rates could

not be solved within this work.

To investigate the influence of different mesh sizes and whether the fracture energy is

localized within a single layer of element, a convergence study was performed regarding

the x-velocity at the protective surface of the concrete slab. In contrast to uniaxial

tensile tests, where the fracture energy usually localizes within a single layer of elements,

a similar effect could not be observed with respect to the velocity of the secondary debris.
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The determined mesh size necessary to describe the propagation of the shock wave in

the concrete is well below the minimum mesh size for the assumption of a homogeneous

material behavior according to [Bažant and Oh, 1983]. Simulations with discrete mod-

eling of the individual aggregates could help to improve the underlying assumptions.

However, due to the immense number of elements required for a three-dimensional dis-

cretization of the concrete slabs in this test series, this type of representation is not yet

possible with the available IT infrastructure.

A comparison of the numerical simulations with the experimental tests showed that

both material models can only predict the damage caused by a contact detonation to a

limited extend. This is especially relevant in the case of situations without a breach in

the concrete slab. Here, the KCC model does show a region with reduced damage in the

center of the concrete slab, while the RHT model always predicts completely damaged

concrete across the whole thickness of the concrete slab.

It was shown that the direction of the plastic flow (flow rule) has an important influence

on the shape of the compressive wave inside the concrete and therefore the predicted

damage as well as the velocity of the secondary debris. With increasing associativity of

the flow rule, the damage and the velocity distribution shift more towards the protective

surface of the concrete slab. This is considered to be a shortcoming of the RHT model,

as it does not allow for variation of the flow rule analogous to the KCC model.

It was not possible to correctly represent the velocity of the secondary debris with the

numerical simulations. In this context, the issues related to the softening behavior at

high strain rates are considered to be an important factor. However, further investiga-

tions are required to provide a conclusive explanation. For this, additional experimental

tests with a much higher frame rate for the DIC recordings of the protective surface fo

the concrete slab could help to improve the understanding of the underlying mechanisms.

Since it is an often employed technique in the literature, the effect of erosion on the

numerical results was analyzed. It was shown that already during the initial interaction

of the explosive with the concrete, a large part of the induced energy is eroded from the

simulation. Therefore, it is concluded that erosion should be avoided when simulating a

contact detonation.





6. Impact of secondary debris

Based on the relationships derived in chapter 4, a demonstrator is presented below.

This demonstrator estimates the spatial mass and velocity distributions of the secondary

debris from the input variables for the concrete slab thickness, the explosive mass and

the steel fiber content. The derived distributions can then be used to determine the

impact of the secondary debris on people and technical installations on the protective

side of a concrete slab.

6.1. Approximation of the secondary debris

The basis for the empirical demonstrator is the rotationally symmetric x-velocity distri-

bution of the secondary debris introduced in chapter 4. To obtain a similar description

for the dimensions of the spalling crater, characteristic points of the velocity distribution

are used to approximate the associated geometry. These points are the outer diameter of

the spalling crater rs at a velocity of 1.0 m s−1 (with breach 2.0 m s−1) and the intersec-

tion of the spalling crater with the reinforcement layer at the location of the maximum

curvature of the velocity distribution rk.

A scaled thickness of 2.1 g cm−1/3 is used as the criterion for the occurrence of a breach.

When a breach occurs, its position is defined by the depth of the crushing crater tc =

6.5 cm. In cases without breach, the depth of the spalling crater is limited by the

reinforcement layer on the protective side of the concrete slab (cv + 2d = 5.5 cm, cv:

concrete cover, d: diameter of the reinforcement).

Figure 6.1 shows the different regions for the approximation of the spalling crater in the

case of a breach.
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Figure 6.1.: Approximation of spalling crater with breach

Figure 6.2 shows the resulting approximated geometries of the spalling craters (black

lines) without steel fibers, including the rotationally symmetric description of the exper-

imental measurements (grey lines).

As can be seen in figure 6.2, the rotationally symmetric geometry of the spalling craters

can be well represented using the introduced approximations. Only in the case of the

test with a scaled thickness of 2.16 g cm−1/3, the region of the spalling crater below the

reinforcement is not considered. However, as described in section 4.5.4, the concrete

below the reinforcement in this test was initially retained by the reinforcement and only

fell out after the test. It is therefore not relevant for the resulting secondary debris.

In order to make statements about the influence of steel fibers, the method described

in section 4.9.2 is used to determine the influence of the steel fibers on the velocity

distribution. The geometry of the spalling craters is determined analogously to the

situation without steel fibers.

The geometry of the spalling crater is transformed into the third dimension by rotation

and discretized by point masses with representative spacing. Since the size distribu-

tion of the secondary debris fragments can only be inferred to a limited extent from

the experimental tests, the point masses are uniformly distributed with a spacing of

6.5 mm. This spacing assigns a mass to each discretization point that corresponds to

the largest aggregate in the concrete. The effect of larger fragments is taken into account

by summing the individual energies to evaluate the resulting impact.

The initial velocity of the point masses perpendicular to the surface of the concrete slab

(x-axis) is defined on the basis of the approximated x-velocity distribution. Although
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the numerical simulations suggest that the x-velocity decreases in the depth direction

of the concrete slab, the exact characteristics of this could not be clearly determined.

Therefore, for the empirical model of the demonstrator, a conservative assumption is

made that the initial x-velocity of the point masses is constant in the depth direction of

the concrete slab.

The initial radial velocity of the point masses is defined based on the relationship derived

in section 4.6.1 with respect to the corresponding radial location and the x-velocity.

With the initial conditions defined, the trajectory of each point mass can be solved

iteratively, taking into account gravity and neglecting air friction.

Figure 6.3 shows an exemplary comparison of the HS recording from test SN144 including

the tracked points with the presented empirical model. Good agreement can be observed.

Figure 6.3.: Comparison of the empirical predictions with the experimental test SN144

6.2. Impact of secondary debris on people

An assessment of the impact of secondary debris on people on the protective side of

a concrete slab is realized using a virtual witness panel. The witness panel stores the

position, velocity and mass of each mass point at a defined distance from the protective

surface of the concrete slab.

For the following evaluation, a grid size of the witness panel of 50 mm at a distance from
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the protective surface of the concrete slab of 1.0 m is selected. The stored values are

then combined within each grid cell to derive the resulting impact. In addition to the

kinetic energy, the probability of a lethal injury is of particular interest.

To determine the probability of a lethal injury from the impact of individual debris

fragments, [Solomos et al., 2020] compares different models. It is important to note that

due to the high complexity of the human body, these models can only provide rough

approximations of possible injury scenarios. In reality, besides the parameters related to

the impacting secondary debris fragment (mass, shape, velocity, ...), the point of impact

on the human body is also of crucial importance. For example, an impact to the head

is likely to result in significantly more severe injuries than an impact to the leg.

The simplest method for determining the effect of fragments on humans goes back to

[Rohne, 1906] and describes that a person is incapacitated by the impact of a fragment

with a kinetic energy greater than 80 J. This method does not specify the type of injury

caused by the fragment, nor does it take into account the different geometries of the

impacting fragments. Nevertheless, this reference value is still often used when assessing

the impact of flying fragments on humans [Grisaro et al., 2021].

A more detailed empirical model has been developed by [Lewis et al., 1978]. This model

uses complete penetration of the skin as the criterion for a dangerous injury. Based on

experiments with goat skin, a logistic regression model (logit) was derived. This model

uses the sigmoid function in equation (6.1) to map a continuous input parameter S to a

probability distribution between the two binary states - suffering a lethal injury or not

suffering a lethal injury.

PL =
1

1 + e−Y
(6.1)

Y = −28.42 + 2.94 lnS, S =
mv2

A
(6.2)

Where PL is the probability of a lethal injury by complete penetration of the skin, m is

the mass of a fragment in g, and v is the x-velocity at impact in m/s. The regression

line Y was calibrated on tests without additional protective measures and with fragment

masses of less than 5 g. As an additional parameter, the cross-sectional area A of the

fragment is included in the calculation. For the present analysis, the concrete fragments

are assumed to be spheres with radius r and a cross-sectional area of A = r2π.
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Another model for determining the impact of fragments on humans is given in the

Greenbook [Roos, 1992]. This model is based on different injury scenarios depending

on the mass of the fragment. Up to a fragment mass of 0.1 kg, the penetration of the

fragment through the skin is decisive for the injury of a person. For fragments with

a mass between 0.1 kg and 4.5 kg, the effect of internal organs being damaged by the

kinetic impact energy even without complete penetration, is predominant. Above a

fragment mass of 4.5 kg, a fracture of the skull due to the impact of the fragment on the

head is decisive.

PL =
1

(2π)1/2

∫ Y

− inf

e−
1
2

(x−5)2dx (6.3)

Y =


− 29.15 + 2.1 lnS S = mv5.115 0.001 kg ≤ m < 0.1 kg

− 17.65 + 5.3 lnS S =
1

2
mv2 0.1 kg ≤ m < 4.5 kg

− 13.19 + 10.54 lnS S = v m > 4.5 kg

(6.4)

The units for the mass m and the velocity v are kg and m/s. Unlike the model by [Lewis

et al., 1978], the shape of the fragment is not taken into account.

The regression lines Y in equation (6.4) were fitted using a probit model [Solomos et al.,

2020]. Analogous to the logistic regression model by Lewis, this allows the binary states

- suffering a lethal injury (dead) or not suffering a lethal injury (alive) - to be associated

with a continuous input variable S. Unlike the logistic distribution in equation 6.1,

the probit model assumes that the probability of suffering a lethal injury is normal

distributed with respect to the input variable S (mean = 5, standard deviation = 1).

To compare the two models, the underlying distributions are shown in figure 6.4. It

can be seen that the cumulative standard normal distribution (CDF) in equation (6.3)

describes the transition between the binary states (dead-alive) within a much smaller

range than the logistic distribution (Sigmoid) in equation (6.1).

Figure 6.5 (right) shows the predictions of the two models for the probabilities of a lethal

injury of PL = 0.01 and PL = 0.99 as a function of the fragment mass and the velocity

at impact. The 80 J criterion according to [Rohne, 1906] is added as a blue line. To

compare the influence of the two distributions, figure 6.5 (left) shows the probability of
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It is apparent that the 80 J criterion predicts a significantly higher velocity required for

a lethal injury for fragment masses less than 0.1 kg compared to the models of [Lewis

et al., 1978] and the Greenbook [Roos, 1992]. For fragment masses between 0.1 kg and

4.5 kg, the Greenbook model agrees very well with the 80 J criterion.
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In the definition range of the Lewis model (fragment mass < 5 g), the predictions of the

Lewis model and the Greenbook model are very similar. However, as described earlier,

the assumption of a standard normal distribution in the Greenbook model results in a

much narrower range of impact velocities for the transition of the probability of a lethal

injury (figure 6.5, left) than with the logistic distribution in the Lewis model.

The probability of a lethal injury described by the two models refers to a single fragment.

The probabilities of a lethal injury for each fragment are statistically independent of

each other. Therefore, the associated total probability PL of n fragments within a cell of

the witness panel can be calculated by multiplying the individual inverse probabilities

(1− PL,i) [Janser, 1982].

PL = 1−
n∏
i=1

(1− PL,i) (6.5)

Figure 6.6 shows the virtual witness panel at a distance of 100 cm from the protective

surface of a 25 cm thick concrete slab without steel fibers, which was loaded with 2000 g

Semtex10 (L/D = 1.4). The specific kinetic energy (left) is determined by adding the

individual energies of the point masses (0.6 g) within each cell of the witness panel and

then dividing by the cell size of (50 mm)2. The probability of a lethal injury is calcu-

lated from the individual energies according to Lewis (equation (6.1) and subsequent

combination within each cell of the witness panel according to equation 6.5.

Figure 6.6 shows that the impact of the secondary debris is strongly localized in the

area behind the reinforced concrete slab. With a maximum in the center just behind

the explosive charge and a rapid decrease in the radial direction.

To compare the two models in terms of the probability of a lethal injury as a function of

the the fragment size, figure 6.7 shows horizontal sections through the respective witness

panels (y = 0) for fragment masses of 0.6 g and 277.5 g. The fragment mass of 0.6 g

corresponds to the size of the largest aggregate in the concrete and the fragment mass of

277.5 g represents fragments with a size corresponding to the depth of the reinforcement

layer (≈5 cm). Note that the fragment mass of 277.5 g is outside the definition range of

the Lewis model.

Due to the discrete distribution of the individual mass points and their large mutual

distances (277.5 g: 50 mm) compared to the cell size of the witness panel (50 mm)2,
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the probability for fragment masses of 277.5 g jumps between zero and the respective

probability value. However, for a statement about the resulting hazard an enveloping

curve is considered to be decisive.

Comparing the two models for a mass of 0.6 g again shows the influence of the differ-

ent distribution functions. For the maximum velocity of the examined constellation of

50 m s−1, it can be seen in figure 6.5 (left) that the probability of a lethal injury from

a fragment with a mass of 0.6 g is still equal to PL = 0 in the Greenbook model, while

the Lewis model predicts a low probability. The combination of the different fragments

within the cells of the witness panel thus already leads to a relevant hazard in the Lewis

model, while the Greenbook model does not yet predict any hazard.

The fastest fragments originate from a highly fragmented region in the center of the

spalling crater. While the slower fragments in the outer regions of the spalling crater

increase continuously in size without a breach (figure 4.23), with a breach 50 % the

fragments are smaller than 10 mm (figure 4.17). Consequently, smaller fragment masses

are decisive in the center of the spalling crater and larger fragment masses are decisive at

the edges. However, for a conservative prediction of the resulting hazard, an enveloping

curve of different fragment masses is best suited.

6.3. Summary

Based on the experimental results of the test series, a demonstrator was developed. This

demonstrator allows conclusions to be drawn about the impact of secondary debris on

objects and people on the protective side of a reinforced concrete slab, depending on the

thickness of the concrete slab, the mass of the explosive, and the steel fiber content.

To assess the hazard of the secondary debris, two different models for determining the

probability of a lethal injury were compared. It was shown that the impact of the

secondary debris is strongly localized on the protective side of the concrete slab. With

a maximum in the center just behind the explosive charge and a rapid decrease in the

radial direction. Statements about the impact on humans are highly dependent on

the underlying assumption of the probability distribution of a lethal injury from an

impacting fragment.
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7.1. Summary

While there is a large quantity of research on the damage of concrete structures caused

by explosive loading, the resulting secondary debris is an issue that has been rarely con-

sidered. The most important quantities in this context are the spatial mass and velocity

distributions of the secondary debris, which can be used to make statements about the

impact of the secondary debris on people and technical installations. In addition, an

analysis of the preceding fragmentation can help to gain a better understanding of the

underlying physical mechanisms.

This work addresses the topic of the secondary debris that results from a concrete slab

loaded by a contact detonation. The basis for this research is an extensive test series

that has been conducted together with the TNO in the Hague. A new test setup was

developed for this purpose, which enables a detailed analysis of the protective side of

the concrete slab regarding the fragmentation of the concrete as well as the resulting

secondary debris. The evaluation of this test series in chapter 4 was compared to numer-

ical simulations in chapter 5 and used for statements about the impact of the secondary

debris in chapter 6.

After a brief introduction to the theoretical background in chapter 2, the influence

of the length to diameter ratio of the cylindrical charges on the resulting load was

investigated in chapter 3 using numerical simulations. Information about this influence

allows a systematic evaluation of the concrete slab response based on the actual load

rather than just the the explosive mass. The explosive mass, including the influence of

the length to diameter ratio of the cylindrical charges, was used to scale the thickness

of the concrete slabs. This scaled thickness showed to be a well suited parameter for

the evaluation of the experimental tests in chapter 4.
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The evaluation of the spalling crater geometry was performed using a rotationally

symmetric approximation of the point clouds derived from 3D scans of the concrete slabs.

This procedure unifies the irregular geometry of the spalling craters and allows a better

comparison between different tests. It has been shown that the diameter of the spalling

crater is more dependent on the thickness of the concrete slab, while the explosive mass

is more decisive for the depth of the spalling crater. In this context, a threshold for

the occurrence of a breach based on the scaled thickness of the concrete slab has

been derived from the experimental tests and shows good agreement with similar tests

from the literature.

The position of the rebar relative to the protective surface has an important influence

on the secondary debris. Although the region of damaged concrete extends well below

the rebar layer, especially in tests without a breach, most of the concrete from below

the rebar was retained and is therefore not part of the resulting secondary debris.

A tracking algorithm was applied to the HS recordings from the protective side of the

concrete slab, to determine the velocity and the trajectory of the secondary de-

bris. The maximum velocity of the secondary debris shows a linear correlation with the

scaled thickness of the concrete slabs, taking into account the influence of the length to

diameter ratio of the cylindrical charges. Overall, the trajectory of the secondary debris

is dominant in the direction perpendicular to the surface of the concrete slab, with the

majority of the secondary debris moving at an angle of less than 20° relative to this

dominant direction.

For a more detailed analysis, the spatial velocity distribution was approximated by a

rotationally symmetric description. To validate this approximated velocity distribution,

it was compared with the fracture process as well as with DIC measurements of the

protective surface, showing a satisfactory agreement.

The kinetic energy of the secondary debris was derived from the rotationally sym-

metric descriptions of the spalling crater geometry and the spatial velocity distribution.

The information about the kinetic energy of the secondary debris can help to make

better informed statements about the impact of the secondary debris, but also allows a

quantitative evaluation of reinforcing measures such as steel fibers in the concrete.

In the experimental tests involving steel fiber reinforced concrete, the kinetic energy

of the secondary debris was continuously reduced, reaching a reduction of about 90 %
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with a steel fiber content of 1.0 Vol %. A further increase of the steel fiber content up to

2.0 Vol % did not show a similar reduction. This is due to the fact that a further reduction

beyond 90 % is difficult to achieve, but can also be attributed to an increasingly uneven

distribution of the steel fibers in the concrete with increasing steel fiber content.

It has been shown, that retrofit layers of steel fiber reinforced concrete can achieve a

similar reduction of the secondary debris as fully steel fiber reinforced concrete slabs.

However, the identified failure mechanism suggests that the retrofit layer will fail less

ductile than a fully steel fiber reinforced concrete slab. Furthermore, due to the increased

concrete cover of the rebar in the case of a retrofit layer, it is expected that more

secondary debris will be generated upon the failure of the retrofit layer, albeit at a lower

x-velocity than in the unreinforced case.

To support the evaluation of the experimental tests, numerical simulations were com-

pared with the experimental measurements. For this purpose, two well-established mate-

rial models were calibrated to provide a similar description of the concrete. The intention

was to gain insight into the quality of the predictions by comparing the differences be-

tween both material models, and thus to distinguish real physical effects from numerical

artifacts.

In this context, the fracture energy and its distribution over the spatial discretization

is a critical factor. Contrary to the uniaxial tensile tests, where the fracture is usually

localized within a single layer of elements, a similar effect could not be observed with

respect to the velocity of the secondary debris.

The conducted numerical simulations were performed with a mesh size of 5 mm, which

is necessary to describe the propagation of the shock wave inside the concrete. However,

it is important to note that this mesh size is well below the minimum mesh size for

the assumption of a homogeneous material behavior according to [Bažant and Oh,

1983].

A comparison of the numerical simulations with the experimental tests revealed, that

both material models cannot properly replicate the behavior of the concrete loaded by a

contact detonation. This is especially relevant in cases without a breach in the concrete

slab.

In this context, the direction of the flow rule has a critical influence on the shape of

the shock wave and therefore the resulting damage and velocity of the secondary debris.
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For a flow rule perpendicular to the hydrostatic axis the damage and the velocity are

more evenly distributed throughout the thickness of the concrete slab. With increasing

associativity of the flow rule the damage and the velocity shift more towards the surfaces

of the concrete slab, which is considered important to represent situations without a

breach. This is one shortcoming of the RHT model, since it does not allow a variation

of the flow rule analogous to the KCC model.

An additional very important factor regarding the damage and especially the velocity

of the secondary debris is the influence of the strain rate on the fracture energy of the

concrete. Conducted single-element simulations revealed, that the increase of the frac-

ture energy deviates from the expected values at strain rates above 102 s−1. A possible

explanation for this are Poisson ratio related inertia effects, which according to [Schwer,

2009b] cause the steeper strength increase at high strain rates. Therefore, the steep part

of the strength increase should automatically result from the numerical simulation and

not be included as a material parameter in the form of a DIF [Ožbolt and Riedel, 2013].

However, according to [Lu and Li, 2011] and [Xu and Wen, 2013], the strength increase

due to lateral inertia is only considered relevant in the case of the compressive strength.

To analyze the influence of the dynamic increase factor additional simulations are

performed without the steep part of the strength increase. Qualitatively these simu-

lations are considered to give a better representation of the reality. However, there is

still the deviating behavior of the fracture energy at high strain rates (≥ 102 s−1) which

results in a overestimation of the velocity at the protective surface compared to the

experimental tests.

It was shown, that erosion should be avoided when simulating a contact detonation,

since a large portion of the induced energy is already lost during the interaction of the

explosive with the concrete slab. Therefore, the subsequent reaction of the concrete

slab is only caused by this reduced loading and not representative for the investigated

situation.

Based on the experimental results of the test series, a demonstrator was developed which

allows to make predictions about the impact of the secondary debris. The evaluation

showed, that the impact of the secondary debris is strongly localized directly behind the

explosive loading and decays rapidly in radial direction.
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7.2. Outlook

Whilst this work provides an insight into the characteristics of secondary debris, there

are still improvements that can be made to gain a better understanding of the underlying

principles in the future.

The varied parameters of the experimental tests presented were the mass and length to

diameter ratio of the explosive, the thickness of the concrete slabs, and the steel fiber

content. For a systematic evaluation of these parameters, all alternative parameters such

as concrete strength and rebar arrangement, as well as the geometry of the explosive

charge, were kept constant. Based on the evaluations of the length to diameter ratio

of the explosive charge in chapter 3, it is expected that the charge geometry has a

large influence on the shape of the spatial velocity distribution of the secondary debris.

Furthermore, from the evaluations in chapter 4, the type and position of the rebar is

considered to be of particular interest for future investigations.

The test setup developed allowed, for the first time, a detailed analysis of the fragmen-

tation and debris throw on the protective side of a reinforced concrete slab exposed to a

contact detonation. As part of the test series, initial attempts were made to capture the

secondary debris in three dimensions using high-speed stereo imaging. Unfortunately,

these attempts were unsuccessful. Improvements that are considered helpful in this re-

gard are increasing the resolution of the HS cameras and incorporating the armored

glass protection of the HS cameras into the calibration process of the HS cameras.

The DIC measurements in this test series were performed on reinforced concrete slabs

where a low level of fragmentation was expected in advance. Using the DIC measure-

ments it was possible to successfully validate the determined spatial velocity distribution

and the influence of the steel fibers. For future test series, the DIC measurements should

be extended to a larger number of tests, also without steel fibers. In this context, it is

necessary to significantly increase the frame rate of the HS recordings for DIC before the

initial velocity peak on the protective concrete surface. This would enable a targeted

recording of the surface deformation prior to complete fragmentation, from which valu-

able conclusions can be drawn about the concrete behavior. The frame rate required for

HS recordings for DIC to properly capture the fragmentation of the concrete is estimated

to be >1× 105 s−1 based on the numerical simulations performed.
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Based on the analysis of the numerical simulations, the direction of the plastic flow and

the behavior of the fracture energy at high strain rates are considered to be critical

parameters to represent the damage and velocity of a concrete slab when subjected to a

contact detonation. To improve the agreement between the experimental tests and the

numerical simulation, the softening behavior at strain rates above 102 s−1 needs to be

considered in more detail.

In this context, simulations using a mesoscopic discretization of the concrete, as per-

formed by [Grunwald, 2023], look promising, but have yet to be compared in detail with

experimental results. The advantage of such a representation is that the assumption of

homogeneous material behavior is no longer violated, since individual aggregates larger

than the spatial discretizations are directly modeled.

In addition, methods that allow the simulation of individual cracks without the use

of erosion could help to improve the agreement between the physical processes and

the numerical simulation. This type of simulation can directly model inertia related

effects of the crack propagation and introduce new surfaces into the model on which

the occurring waves can be reflected. For conventional finite element simulations this

feature can be added by introducing cohesive elements that separate the elements based

on a failure criterion [Zhou et al., 2020]. Alternative methods using particle-based

discretization are Peridynamics [Madenci and Oterkus, 2014] or the Smoothed Particle

Galerkin method [Wu et al., 2016]. However, these types of representations are much

more computationally demanding and there are currently no options available to the

author to simulate the interaction with an explosive.
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Figure A.5.: Concrete mixture Visser and Smith
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A.3. Explosive

Product library title: bkwc 
 
Reactant library title: # Version 2.0 by P. Clark Souers 
 
 
The composition: 
Name      % wt.   % mol  % vol    Heat of     Mol.   TMD 
                                formation     wt.    (g/cc) 
                                (cal/mol)                 
petn       87.00  84.94  79.81  -125956   316.15     1.78 c5h8n4o12 
dbp        12.00  13.31  18.73  -201004   278.34     1.04 c16h22o4 
dmdnb       1.00   1.75   1.46   -74331   176.17     1.12 c6h12n2o4 
 
Density  =  1.6311 g/cc   Mixture TMD =  1.6311 g/cc   % TMD = 100.0000 
 
 
The C-J condition: 
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The temperature       =           3854 K 
The shock velocity    =          7.474 mm/us 
The particle velocity =          1.855 mm/us 
The speed of sound    =          5.619 mm/us 
Gamma                 =          3.029 
 
 
Cylinder runs:             % of standards  
  V/V0     Energy    TATB     PETN      HMX    CL-20   TRITON  
 (rel.)   (kJ/cc)  1.83g/cc 1.76g/cc 1.89g/cc 2.04g/cc 1.70g/cc 
   1.00    -0.87 
   2.20    -4.87     100       77       65       54      112  
   4.10    -5.97     103       77       67       57      108  
   6.00    -6.38 
   8.00    -6.63 
  10.00    -6.79     104       78       69       59      103  
  15.00    -7.04 
  20.00    -7.19     105       78       71       61      100  
  25.00    -7.30 
  30.00    -7.38 
  35.00    -7.44 
  40.00    -7.49     105       79       71       62       97  
  45.00    -7.54 
  50.00    -7.58 
 
Freezing occurred at T =     2145.0 K and relative V =   1.616 
The mechanical energy of detonation =     -8.239 kJ/cc 
The thermal energy of detonation    =     -0.000 kJ/cc 
The total energy of detonation      =     -8.239 kJ/cc 
 
JWL Fit results: 
E0   =       -8.447 kJ/cc  
A    =       671.10 GPa, B    =         9.37 GPa , C     =         1.65 GPa 
R[1] =         4.91,     R[2] =         1.19,      omega =         0.40 
RMS fitting error =   0.56 % 
 

Figure A.7.: Semtex10 parameters from CHEETAH simulation [Fried and P., 1994]
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Figure B.1.: Spalling crater (without steel fibers, part 1)
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Figure B.2.: Spalling crater (without steel fibers, part 2)
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Figure B.3.: Spalling crater (without steel fibers, part 3)
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Figure B.4.: Spalling crater (with steel fibers, part 1)
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Figure B.5.: Spalling crater (with steel fibers, part 2)
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Figure B.6.: Spalling crater (with steel fibers, part 3)
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B.2. 3D scans
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Figure B.7.: Averaged shapes of the spalling craters without steel fibers
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Figure B.8.: Averaged shapes of the spalling craters with steel fibers
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B.3. Cross section SN164

Cross section from test SN164 together with the measurement from the 3D scan (red

line). The section from the 3D scan of test SN143 without steel fibers is added as blue

line for reference.
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Figure B.9.: Horizontal cross section of test SN164 including measurements from 3D
scans for tests SN146 and SN143
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B.4. HS recording
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Figure B.10.: Spalling crater from HS recording (without steel fibers, part 1)
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Figure B.11.: Spalling crater from HS recording (without steel fibers, part 2)



218 B. Spalling crater

-50

-40

-30

-20

-10

0

10

20

30

40

50
30 cm, 1500 g, 2.45 cm. g 1/3, 0.5 Vol. %

6.5 msSN151

30 cm, 1500 g, 2.45 cm. g 1/3, 0.5 Vol. %

6.4 msSN152

-50

-40

-30

-20

-10

0

10

20

30

40

50
30 cm, 2000 g, 2.36 cm. g 1/3, 0.5 Vol. %

6.5 msSN148

30 cm, 2000 g, 2.36 cm. g 1/3, 0.5 Vol. %

6.5 msSN149

-50 -40 -30 -20 -10 0 10 20 30 40 50-50

-40

-30

-20

-10

0

10

20

30

40

50
30 cm, 1500 g, 2.45 cm. g 1/3, 1.0 Vol. %

5.7 msSN150
-50 -40 -30 -20 -10 0 10 20 30 40 50

30 cm, 2000 g, 2.36 cm. g 1/3, 1.0 Vol. %

6.5 msSN153

z-coord. [cm]

y-
co

or
d.

 [c
m

]

Figure B.12.: Spalling crater from HS recording (with steel fibers, part 1)
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Figure B.13.: Spalling crater from HS recording (with steel fibers, part 2)
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Figure B.14.: Spalling crater from HS recording (with steel fibers, part 3)
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C.1. HS recordings for tracking



222 C. Tracking

-30
-20
-10

0
10
20
30

12.1 ms

20 cm, 1000 g, 1.73 cm. g 1/3, 0.0 Vol. %

SN142 13.1 ms

20 cm, 1500 g, 1.63 cm. g 1/3, 0.0 Vol. %

SN174

-30
-20
-10

0
10
20
30

28.0 ms

25 cm, 1000 g, 2.16 cm. g 1/3, 0.0 Vol. %

SN175 15.2 ms

25 cm, 2000 g, 1.97 cm. g 1/3, 0.0 Vol. %

SN130

-30
-20
-10

0
10
20
30

21.5 ms

25 cm, 2000 g, 1.97 cm. g 1/3, 0.0 Vol. %

SN144 52.1 ms

30 cm, 1000 g, 2.59 cm. g 1/3, 0.0 Vol. %

SN131

0 20 40 60 80 100-30
-20
-10

0
10
20
30

40.1 ms

30 cm, 1000 g, 2.59 cm. g 1/3, 0.0 Vol. %

SN132
0 20 40 60 80 100

48.1 ms

30 cm, 1500 g, 2.45 cm. g 1/3, 0.0 Vol. %

SN143

x-coord. [cm]

y-
co

or
d.

 [c
m

]

Figure C.1.: HS recordings for tracking part 1 (without steel fibers)
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Figure C.2.: HS recordings for tracking part 2 (without steel fibers)
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Figure C.3.: HS recordings for tracking part 3 (with steel fibers)
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Figure C.4.: HS recordings for tracking part 4 (with steel fibers)
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C.2. Velocity distributions
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Figure C.5.: Approximated spatial x-velocity distribution part 1 (without steel fibers)
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Figure C.6.: Approximated spatial x-velocity distribution part 2 (without steel fibers)
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C.3. Flow chart for tracking algorithm
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Figure C.7.: Flowchart for the tracking algorithm
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Figure D.1.: DIC velocity SN161
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Figure D.3.: DIC x-velocity SN164
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E. Parameters of the concrete material

models

In the following sections, the parameters of the two material models used for the sim-

ulation of the experimental tests are given. The names of the individual parameters

correspond to those used for the input in LS-Dyna [Lsdyna, 2021] and do not necessarily

match those used for the description in chapter 5.
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E.1. RHT model
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Table E.1.: Parameters of the RHT model

name value unit

RO 2.22× 10−3 g mm−3

SHEAR 1.3× 104 MPa
ONEMPA −5.0 −

EPSF 10.0 −
B0 1.76 −
B1 1.76 −

T1 (α0 = 1.08) 1.87× 104 MPa
A 1.95 −
N 7.97× 10−1 −

FC 35.0 MPa
FS* 1.8× 10−1 −
FT* 7.71× 10−2 −
Q0 6.81× 10−1 −
B 1.05× 10−2 −
T2 0.0 MPa

E0C 3.0× 10−8 ms−1

E0T 3.0× 10−8 ms−1

EC 8.0× 10−2 ms−1

ET 1.0× 10−3 ms−1

BETAC 2.2× 10−2 −
BETAT 3.64× 10−2 −

PTF 1.0× 10−3 −
GC* 6.7× 10−1 −
GT* 9.0× 10−1 −
XI 5.0× 10−1 −
D1 1.5× 10−2 −
D2 1.0 −

EPM (24 mm) 4.27× 10−3 −
AF 1.95 −
NF 7.97× 10−1 −

GAMMA 1.76 −
A1 (α0 = 1.08) 1.87× 104 MPa
A2 (α0 = 1.08) 2.86× 104 MPa
A3 (α0 = 1.08) 2.24× 104 MPa

PEL 23.3 MPa
PC0 (α0 = 1.08) 4.31× 103 MPa

NP 3 −
ALPHA (α0 = 1.08) 1.08 −
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E.2. KCC model
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Table E.2.: Parameters KCC of the model

name value unit

RO 2.22× 10−3 g mm−3

PR 2.0× 10−1 −
FT 2.7 MPa
A0 1.365× 101 MPa
A1 5.4× 10−1 MPa
A2 9.134× 10−4 MPa
B1 1.35 −

OMEGA 5.0× 10−1 −
A1F 5.15× 10−1 −
Sλ 0 %

NOUT 2 −
RSIZE 3.937× 10−2 mm in−1

UCF 145.0 MPa psi−1

LCRATE table E.4 −
LOCWID 1× 10−1 mm

NPTS 13 −
λ01 (24 mm) 0.0 −
λ02 (24 mm) 8.951× 10−6 −
λ03 (24 mm) 2.462× 10−5 −
λ04 (24 mm) 5.203× 10−5 −
λ05 (24 mm) 1.000× 10−4 −
λ06 (24 mm) 1.303× 10−4 −
λ07 (24 mm) 1.667× 10−4 −
λ08 (24 mm) 2.103× 10−4 −
λ09 (24 mm) 2.627× 10−4 −
λ10 (24 mm) 3.255× 10−4 −
λ11 (24 mm) 4.009× 10−4 −
λ12 (24 mm) 6.000× 10−4 −
λ13 (24 mm) 2.083× 109 −

B3 1.0 −
A0Y 9.274 MPa
A1Y 9.208× 10−1 MPa
η01 0.0 −
η02 6.511× 10−1 −
η03 9.371× 10−1 −
η04 9.931× 10−1 −
η05 1.0 −
η06 6.593× 10−1 −
η07 4.187× 10−1 −
η08 2.736× 10−1 −
η09 1.935× 10−1 −
η10 1.403× 10−1 −
η11 8.984× 10−2 −
η12 0.0 −
η13 0.0 −
B2 1.0 −

A2F 9.121× 10−4 MPa
A2Y 2.162× 10−3 MPa
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Table E.3.: Dynamic increase factor of the KCC model (compression positive, tension
negative)

Strainrate [ms−1] DIF [-]

−1.00× 107 1.00× 101

−2.67× 10−1 9.98
−1.48× 10−1 8.19
−8.42× 10−2 6.79
−4.66× 10−2 5.58
−2.66× 10−2 4.63
−1.47× 10−2 3.80
−8.39× 10−3 3.15
−4.65× 10−3 2.59
−2.65× 10−3 2.14
−1.51× 10−3 1.78
−1.01× 10−4 1.56
−4.57× 10−6 1.32
−1.93× 10−7 1.11
−1.00× 10−8 1.00

0.00 1.00
1.00× 10−8 1.00
1.03× 10−6 1.08
1.01× 10−4 1.20
1.00× 10−2 1.32
7.94× 10−2 1.38
3.48× 10−1 2.25

1.53 3.68
6.69 6.03

3.02× 101 9.97
1.00× 107 1.00× 101
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Table E.4.: Equation of state of the KCC model (eos tabulated compaction)

εV [−] p [MPa] K [MPa]

0.000 0.000 1.732× 104

−1.291× 10−3 2.244× 101 1.748× 104

−2.158× 10−2 2.174× 102 1.993× 104

−5.635× 10−2 5.974× 102 2.413× 104

−1.096× 10−1 1.340× 103 3.055× 104

−1.475× 10−1 2.060× 103 3.513× 104

−1.642× 10−1 2.460× 103 3.715× 104

−2.177× 10−1 4.302× 103 4.345× 104

−2.955× 10−1 8.577× 103 6.838× 104

−3.701× 10−1 1.498× 104 1.057× 105





F. Perspective transformation

A camera projects objects in the 3-dimensional space onto a 2-dimensional image plane.

A simple model to describe the basic principle of a camera is shown in figure F.1. The

point P (X̃, Ỹ , Z̃), which is given in a coordinate system aligned with the camera, is

projected onto the image plane with its own coordinate system (x, y). This projection

is performed along a line connecting the point P with the center of the projection. The

distance between the center of the projection and the image plane is the projection

distance, also called the focal length f . The line through the center of the projection

and perpendicular to the image plane is called the principal axis. The point where the

principal axis intersects the image plane is called the principal point. The projection

p(x, y, f) of the point P (X̃, Ỹ , Z̃) onto the image plane can be calculated according to

the rule of similar triangles as x = fX̃Z̃−1, y = fỸ Z̃−1.

P (X̃, Ỹ , Z̃)

p(x, y, f)

x
y

Z̃

X̃

Ỹ

f

center of projection

principal axis

principal point

image plane

Figure F.1.: Principle of a camera

For a better description of the resulting projections and transformations, homogeneous

coordinates, also called projective coordinates, are used. These allow a description of

the transformations and projections by successive multiplication of the coordinates with

the corresponding matrices.
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Projective coordinates describe a point in the n-dimensional space by a (n+1)-dimensional

vector. For example, (x, y) becomes (xw, yw,w). The additional parameter w can be

understood as a scaling factor that describes multiple equivalent representations of the

same point along a line in the projective space.

A transformation from the Euclidean space to the projective space can be achieved by

adding w = 1 as a third coordinate. The inverse transformation from the projective

space to the Euclidean space is computed by a division by w. This adds the possibility

of describing the intersection of parallel lines at infinity in Euclidean space with w = 0

in projective coordinates.

The projection depicted in figure F.1 can be described by a matrix vector multiplication

of the original coordinate with the so called intrinsic matrix K of the camera:

xy
w

 = K

X̃Ỹ
Z̃

 ,with K =

f 0 cx

0 f cy

0 0 1

 (F.1)

The intrinsic matrix contains the intrinsic parameters of the camera such as the focal

length f and the position cx and cy of the principal points in terms of the image plane

coordinates. The multiplication of the intrinsic matrix K with the coordinates (X̃, Ỹ , Z̃)

in the global camera coordinate system yields the additional parameter w = Z̃. The

Euclidean coordinate can then be found by dividing the resulting projective coordinates

(x, y, w) by the additional parameter w = Z̃.

Usually a point P is not given in terms of the camera coordinate system (X̃, Ỹ , Z̃), but

in a another global coordinate system (X̃, Ỹ , Z̃). Therefore, the point P must first be

transformed from the global coordinate system to the camera coordinate system. This

is done using the so-called extrinsic matrix, which describes the transformation between

the camera coordinate system and another global coordinate system. The extrinsic

matrix consists of a rotation matrix R and a translation vector t, which describes the

relative orientation and position of the two coordinate systems. Due to the resulting

3x4 matrix, the point P must be described by projective coordinates.
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xy
w

 = K
[
R | t

] 
X

Y

Z

1

 (F.2)

A single camera cannot provide information about the third dimension of the object

space that can be drawn. Therefore, the information of interest is assumed to be in a

common X − Y plane and the corresponding Z coordinate is set to zero. As a conse-

quence, the Z coordinate as well as the third column of the resulting transformation

matrix can be excluded, resulting in a 3x3 matrix called the homography H . The lower

right entry in this homography is, analogous to the vector of projective coordinates, an

arbitrary scaling factor, resulting in eight unknowns for a transformation between two

perspectives. Therefore, the coordinates of four points with their respective X and Y

coordinates are sufficient to solve the resulting system of equations.

Figure F.2 shows an example of an image from the test series performed that has been

transformed to a view perpendicular to the surface of the concrete slab using the relative

position of four known points on this surface. The red lines connecting these points with

known relative coordinates are added to illustrate the transformation.

Figure F.2.: Example of a perspective transformation based on four points with known
relative coordinates before (left) and after transformation (right)

Because of the assumption that the object space is reduced to the X − Y plane, the tip

of the debris cloud appears to be shifted to the right and up, because it is no longer

in this calibrated plane. All distances in front of or behind this target plane will be

displayed too long or too short according to the intercept theorem.
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With the information about the intrinsic matrix, which can be obtained from a camera

calibration, the rotation and translation of the transformation can be calculated from

the determined homography. � Another useful application used in the context of this

work is the rotation of the perspective with known information about the rotation and

the intrinsic matrix. The resulting homography projects the image back into the camera

coordinate system, rotates it by the given angle, and then projects it back into the image

plane.

HR = KRK−1 (F.3)



G. Miscellaneous

G.1. Spalling threshold in dependence on the maximum

x-velocity

From the determined regression line for the maximum x-velocity (figure 4.20), a required

scaled thickness TW can be extrapolated, for which a maximum x-velocity of vx = 0 m s−1

is expected. This scaled thickness of TW = 3.0 cm g−1/3, can be used to determine a

threshold curve that gives the required concrete slab thickness T to prevent spalling in

as a function of the explosive weight WTNT,sp. For this purpose, it is assumed that a

x-velocity of vx = 0 m s−1 is equivalent to no spalling.

The resulting threshold curve is plotted in figure G.1 as a solid line (TW = 3.0). For

comparison, the threshold curve from UFC-3-340-02 [Dalton et al., 2014], given by equa-

tion (G.1), is plotted in figure G.1 as a dashed line (ts,UFC).

ts,ufc =
R

a+ bΨ2.5 + cΨ0.5
(G.1)

In equation (G.1), Ψ is given by equation (4.4), R is the distance between the center

of the spherical equivalent explosive charge and the surface of the concrete slab in [ft],

and a = −0.02511, b = 0.01004, and c = 0.13613 are dimensionless parameters.

The shape of the threshold curve given by the scaled thickness of the concrete slab

TW = 3.0 cm g−1/3 qualitatively agrees well with the threshold curve given by UFC-3-340-

02 [Dalton et al., 2014]. In the range presented, the scaled thickness of TW = 3.0 cm g−1/3

determined from a residual maximum velocity of vx = 0 m s−1 predicts, on average, a

15 % lower required concrete slab thickness than that predicted by [Dalton et al., 2014].
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Figure G.1.: Threshold thickness of concrete slab for occurrence of spalling over TNT
and spherical equivalent explosive weight WTNT,sp

Again, it is important to note, that the threshold curves given in UFC-3-340-02 [Dalton

et al., 2014] were calibrated with cylindrical charges oriented side-on to the surface of

the concrete slabs, not end-on as in the present tests. To compensate for this, the TNT

and spherical equivalent charges were used as input parameters for equation (G.1) along

with the parameters discussed for the occurrence of a breach in section 4.5.2.

The tests performed are all below the presented threshold curves and spalling was ob-

served in all cases. Therefore, these tests cannot be used to validate the threshold

curves.
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Figure G.2.: specific impulse from spherical (left) and hemispherical (right) explosive
charges with different masses
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G.3. Tensile stress-strain relation with and without

regularization
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Figure G.4.: RHT: Tensile stress-strain relation with (right) and without (left) regular-
ization
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Figure G.5.: KCC: Tensile stress-strain relation with (right) and without (left) regular-
ization
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[Gabet et al., 2008] Gabet, T., Malécot, Y., and Daudeville, L. (2008). Triaxial be-

haviour of concrete under high stresses: Influence of the loading path on compaction

and limit states. Cement and Concrete Research, 38(3).

[Gebbeken et al., 2006] Gebbeken, N., Greulich, S., and Pietzsch, A. (2006). Hugoniot

properties for concrete determined by full-scale detonation experiments and flyer-

plate-impact tests. International Journal of Impact Engineering, 32(12).

[Gebbeken and Hartmann, 2010] Gebbeken, N. and Hartmann, T. (2010). A new

methodology for the assessment of the eos data of concrete. International Journal

of Protective Structures, 1(3).
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