
A
a

b

c

i
h
t
t
D
w
a
a
t
v
a
i

h
R

Journal of Energy Storage 105 (2025) 114715 

A
2

Contents lists available at ScienceDirect

Journal of Energy Storage

journal homepage: www.elsevier.com/locate/est

Research papers

Correlation analysis and feature extraction using impedance spectroscopy
over aging of lithium ion batteries
Sebastian Pohlmann a,∗, Ali Mashayekh b, Johannes Buberger b, Julian Estaller b,

ndreas Wiedenmann a, Manuel Kuder c, Antje Neve a, Thomas Weyh b

University of the Bundeswehr Munich, Institute of Distributed Intelligent Systems, Werner-Heisenberg-Weg 39, Neubiberg, 85577, Bavaria, Germany
University of the Bundeswehr Munich, Institute of Electrical Energy Systems, Werner-Heisenberg-Weg 39, Neubiberg, 85577, Bavaria, Germany
BAVERTIS GmbH, Marienwerderstraße 6, Munich, 81929, Bavaria, Germany

A R T I C L E I N F O

Keywords:
Lithium-ion battery
State-of-health
Electrochemical impedance spectroscopy
Feature selection
Machine learning

A B S T R A C T

To optimize the operation of batteries and to accelerate the transition to a renewable energy supply and
sustainable transportation, it is crucial to determine the condition of Lithium-Ion Batteries at all time. A
non-invasive tool for determining the State-of-Health of a battery cell is the electrochemical impedance
spectroscopy, in which the impedance is calculated as a function of the excitation frequency. This paper
presents a detailed correlation analysis between impedance and State-of-Health and, therefore, the dependency
between capacity and impedance over the life cycle of a battery. After extensive testing series with 48 cells
resulting in 25,344 impedance spectra, the highest correlations between the impedance and the State-of-Health
could be obtained at a State-of-Charge of 10%. Further, features are extracted from the impedance based on
their correlation to estimate the State-of-Health. To validate the results of the correlation analysis, a support
vector regression and a multi-layer perceptron are trained and tested resulting in a mean absolute error of
0.86% and 0.84%. The estimation results confirm the correlation analysis and further substantiate the need
for an appropriate feature extraction method.
1. Introduction

As the transportation sector is responsible for a large share of
greenhouse gas emissions, it is crucial for the automotive and mobility
ndustry to move to renewable energy [1]. Lithium-ion batteries (LIBs)
ave taken a predominant role as electrochemical energy storage solu-
ions in many applications, ranging from portable consumer electronics
o integration in power grids and battery electric vehicles (BEVs) [2].
ue to their high energy densities and their long lifespans, they are
ell suited for empowering BEVs [3]. Nevertheless, regardless of the
pplication, LIBs degrade over time, which results in a loss of capacity
nd increase of internal resistance. To describe the aging condition,
he battery State-of-Health (SoH) is used. The SoH is influenced by
arious intertwined factors as well as the high variety of operating and
mbient conditions [4]. As LIBs are complex electrochemical systems,
t is a key challenge to accurately predict the SoH. In the context

of various degradation and failure mechanisms, this is a crucial task
for a safe and reliable battery management system (BMS) [5]. Two
main approaches can be distinguished for estimating the SoH: model-
based and data-driven [6–8]. Data-driven approaches are gaining more
and more interest as there is no need for the complex calculations
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to approximate the electrochemical processes in a battery cell [9].
Further, model parameters do not change over time and the efforts for
using a single model for different cell chemistries can be reduced [10].
However, these data-driven models are highly depending on their data
basis, which has to represent the battery behavior in reality. In com-
bination with almost infinite possible loading and ambient conditions,
this impedes the applicability of machine learning (ML) models [11].
A tool to analyze the internal electrochemical processes in a battery
cell is the electrochemical impedance spectroscopy (EIS). This non-
destructive testing method can improve the analysis of the condition
of a battery, such as the State-of-Charge (SoC) or the SoH [12,13].
Further, it is possible to analyze lithium plating inside the cell, which is
a main factor for the degradation of a LIB [14]. In galvanostatic mode,
the impedance, which is analogous to the inhibition of current flow
through a battery, is measured by observing the voltage response after
a sinusoidal current excitation is applied to the cell [15]. The reverse
is called potentiostatic mode. The result of the measurement is the
complex valued impedance as a function of the frequency. Impedance
data are indicators for internal electrochemical processes and can be
used to determine the condition of the battery cell.
ttps://doi.org/10.1016/j.est.2024.114715
eceived 2 September 2024; Received in revised form 13 November 2024; Accepte
vailable online 28 November 2024 
352-152X/© 2024 The Authors. Published by Elsevier Ltd. This is an open access a
d 17 November 2024

rticle under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 

https://www.elsevier.com/locate/est
https://www.elsevier.com/locate/est
mailto:sebastian.pohlmann@unibw.de
https://doi.org/10.1016/j.est.2024.114715
https://doi.org/10.1016/j.est.2024.114715
http://crossmark.crossref.org/dialog/?doi=10.1016/j.est.2024.114715&domain=pdf
http://creativecommons.org/licenses/by/4.0/


S. Pohlmann et al.

e

Journal of Energy Storage 105 (2025) 114715 
In recent studies, a main focus lies on the usage of EIS data to
stimate the SoH. As a battery cell ages, the impedance is increasing

and the capacity is decreasing. The relationship between these two
mechanisms can be used to estimate the SoH, which results in mainly
data-driven approaches to predict the SoH or the remaining useful
lifetime (RUL) [16,17]. Over the life cycle, the EIS measurements are
conducted at the same condition, meaning the same SoC and the same
temperature. This ensures the comparability of the impedance data, but
it is not analyzed which is the most suitable condition to conduct an
EIS measurement.

Zhang et al. used machine learning to identify degradation patterns
based on impedance spectroscopy data [18]. They tested twelve battery
cells and the dataset results in over 20,000 EIS spectra over three
different constant temperatures and a varying SoC. The EIS measure-
ments were each conducted following a 15 min rest after fully charging,
right before discharging, after 10 min of discharging, after fully dis-
charging, and after another 15 min period of resting time, respectively.
The authors concluded that the measurements after resting are most
suitable for estimating the SoH. While testing with four different cells,
the coefficient of determination varied from 0.68 to 0.96 [18].

Obregon et al. used the same dataset and extracted features with a
convolutional autoencoder from the EIS data; they then estimated the
SoH with a deep neural network [19]. The dependence of EIS data on
the SoC was beyond the scope of this publication and warrants future
analysis. The lowest errors obtained were around 1.1% [19].

Jiang et al. analyzed four different cells during different aging con-
ditions and measured 146 impedance spectra [20]. Three frequencies
were selected based on the Pearson correlation, which is highest at
the frequencies of 1 Hz, 5 Hz, and 10 Hz. The maximum estimation
error over the life cycle could be obtained with 5.5%. Nevertheless,
the authors concluded that the impact of SoC and temperature on the
EIS characteristics has to be analyzed in order to improve the SoH
estimation [20].

Chan et al. analyzed nine 18650 battery cells to estimate the
SoH [21]. EIS data were used to conduct non-linear frequency response
measurements. Based on the amplitude of the response, which has a
higher increase at a high SoC, the authors concluded that high SoCs
and low frequencies are most suitable for estimating the SoH. The
investigated SoCs were 100, 80, 65, 50, 35, and 20%. It was noted
that a detailed inspection of a suitable SoC should be conducted in
the future. By calculating the Pearson correlation and the Spearman
rank, specific features were selected to estimate the SoH, resulting in
estimation errors around 0.75 to 1.5% [21].

Most of the approaches in the literature are using the data of EIS
measurements at a specific condition over the life cycle. The data-
driven models are especially dependent on the data that is used. While
EIS measurements are highly influenced by parameters like the battery
SoC or the temperature, there is no research about how the testing
condition of EIS measurements and, therefore, the data basis can affect
the accuracy of data-driven models. Zhang et al. are tackling the topic,
but the time controlled and not condition controlled EIS measurements
impede a detailed analysis [18]. The aim of this paper is to identify the
most suitable condition for an EIS measurement with the focus of using
the impedance data to estimate the SoH.

The contribution of this paper includes the in-depth correlation
analysis between impedance data and the capacity-based SoH over
battery aging for a total of 48 battery cells. In the context of data-
driven estimation models for the condition monitoring of LIBs, the
feature selection is a crucial part. The preparation of experiments and
conditions to produce the data is of vital importance. This paper aims to
identify the most suitable condition of a battery to estimate the capacity
based on the impedance by means of data-driven models. Therefore,
the batteries are analyzed under 16 different loading conditions and
the correlations between the SoH and EIS data are calculated. During
that, the influence of a varying SoC and different constant tempera-

tures is analyzed. To the best of the authors’ knowledge, this is the
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most detailed dataset of impedance data on the aging of battery cells
resulting in 25,344 impedance spectra. There are approaches in the
literature to estimate the SoH based on EIS data, but a detailed analysis
of the impact on the battery condition is missing. Further, a detailed
analysis of the SoC dependence on the EIS data and the impact on SoH
estimation models is suggested. The dependency on the condition and
the parameters of a battery impedes the estimation results. Because of
the high efforts to obtain EIS data, the measurements in the literature
are mainly conducted at the same condition over the aging of a battery
without considering the optimal condition to determine the EIS. The
comparability of the EIS measurements is ensured, but the possibility
to improve the estimation of the battery condition based on EIS data is
neglected. In this work, the correlation is calculated based on the Pear-
son correlation for linear relationships and the distance correlation for
non-linear relationships between the real and the imaginary part as well
as the SoH, respectively. The EIS measurements under different battery
conditions are compared to identify the most suitable state to estimate
the SoH. This includes a varying SoC in 10% intervals from 100%
to 0%. After selecting the SoC with the highest correlations between
the EIS data and the SoH, the individual frequencies consisting of the
real and the imaginary part of the impedance are ranked based on the
highest correlations. To verify the results, different machine learning
models are trained, validated, and tested with the correlation-based
feature extraction method. By adding single features to the model,
the impact of the model dimension on the accuracy is determined.
The detailed analysis is conducted using a support vector regression
(SVR) and then further validated using a feedforward neural network
(FNN). The detailed analysis of EIS data over battery aging can lead to
improved battery diagnostics and can further reduce the measurement
efforts to estimate an EIS via identifying the most suitable frequencies.

2. Materials and methods

In this section, the methodology from the experiments over the
feature extraction to the ML models is described. First, the experiments,
the test plan, and the hardware are presented. The section’s main part
is the feature extraction method based on the correlation between
the impedance and the SoH. The indicators used are the Pearson
correlation and the distance correlation. Finally, the ML models with
support vector regression (SVR) and multi-layer perceptron (MLP) are
explained.

2.1. Data origin

To obtain the data, the battery cell Molicel INR21700-P42A with a
capacity of 4.2 Ah is tested in the battery test system OctoStat5000 from
Ivium Technologies. This is a high current battery cell with a maximum
discharge current of 45 A and a maximum operating temperature of
60 ◦C. The cathode consists of a lithium nickel manganese cobalt oxide
(NMC). The battery test system combines the functionality necessary
for the battery ageing experiments and the requirements for the check-
up cycles with the EIS measurements. Therefore, the battery cells are
fixed in battery holders and not moved during the whole experiments.
The battery tests are conducted in two Binder climate chambers at
a constant temperature of 23 ◦C and 50 ◦C, respectively. Under 16
different conditions, three cells were tested per condition to ensure
accurate measurements and reproducibility of the results, resulting
in a total of 48 battery cells tested. In addition to DC loading, a
sinusoidal loading pattern to simulate pulse loading is used to charge
and discharge the battery cells. The frequency is varied between 10 Hz,
100 Hz, 1 kHz, and 10 kHz. The current for the DC loading is 2 A, while
for the AC loading, a DC current with an amplitude of 2 A is overlayed
with the 2 A AC current. During cycling, the depth of discharge (DoD)
is varied between a SoC of 20% to 50% and 50% to 90%. The testing

conditions are summarized in Fig. 1.
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Fig. 1. Loading conditions during aging tests of the battery cells. Three cells each are
tested under the same loading conditions.

In addition to the 45 cells used under the 15 loading conditions
hown in Fig. 1, the remaining three cells are loaded with a DoD of
0%–70% at a temperature of 50 ◦C and a frequency of DC, 1 kHz,
nd 10 kHz.

After every 50 cycles of the aging tests, a check-up cycle is per-
ormed. The cells are tested for 750 aging cycles, resulting in 16
heck-up cycles. During the check-ups, EIS measurements are con-
ucted after discharging the battery in 10% intervals from a SoC of
00% to 0%. Again, these EIS measurements are repeated three times
o identify measurement errors. In addition, a capacity test is conducted
uring the check-up cycles, in which the SoH is calculated using Eq. (1).
he SoH is the ratio between the actual available capacity 𝑄𝑛𝑜𝑤 and the

nitial capacity at the begin of life 𝑄𝐵 𝑜𝐿.

𝑆 𝑜𝐻 =
𝑄𝑛𝑜𝑤
𝑄𝐵 𝑜𝐿

(1)

In total, the dataset consists of 48 cells with 16 check-ups and
hree times eleven EIS measurements during a check-up, resulting in
5,344 EIS curves representing the condition of the battery cells. The

impedance spectra over aging for an exemplary cell is shown in Fig. 2.
The shown EIS measurements were conducted at a SoC of 10% for
Fig. 2(a) and 100% for Fig. 2(b), both at a constant temperature of
23 ◦C. The corresponding SoH is color-coded. During the EIS measure-
ments, 48 frequencies between 5 kHz and 0.1 Hz were analyzed. Out of
three repetitive measurements for each cell and condition, the results of
the first one in each case are exemplary shown in Fig. 2. The plot shows
the EIS measurements of the same cell during the check-up cycles, just
t a different SoC. Although, the change of the impedance over aging
s clearly visible at a SoC of 10% and 100%, as expected, the impact of
he aging on the impedance curve vary between the SoCs. This indicates
hat the suitability of EIS data for estimating the capacity vary between
he different conditions.

.2. Feature extraction

The feature extraction of the raw EIS data is conducted by the
eans of two different correlation values. The Pearson correlation,
hich is an indicator for the linear relationship between two variables,
nd the distance correlation, which calculates the linear and non-
inear association between two variables. For the Pearson correlation,
he value range is between −1 and +1, where +1 indicates a perfect

positive and −1 a negative correlation between two variables. The
value range of the distance correlation is from 0 to 1. A value close
to zero indicates a weak correlation between two variables, which
applies to both coefficients. The corresponding equation for the Pearson
correlation 𝑟 is shown in Eq. (2) and for the distance correlation 𝑑 𝐶 𝑜𝑟
n Eq. (3). With two different variables (𝑥1,… , 𝑥𝑛) and (𝑦1,… , 𝑦𝑛), the
earson correlation 𝑟 is calculated with the corresponding mean values

𝑥 and 𝑦. The distance correlation 𝑑 𝐶 𝑜𝑟 in (3) is defined as the ratio
between the distance covariance 𝑑 𝐶 𝑜𝑣 in (4) and the distance variance
3 
Fig. 2. Nyquist plot of one out of 48 tested battery cells. The shown impedance spectra
are at a SoC of 10% (a) and a SoC of 100% (b). The corresponding SoH is color-coded.

𝑑 𝑉 𝑎𝑟 in (10) [22,23]. 𝐴 and 𝐵 are distance matrices containing the
pairwise distances between the variables 𝑥 and 𝑦 shown in (5) and (6).
The distance matrices are centered in (7) and (8) with the mean of 𝑖th
row 𝑎̄𝑖⋅, the mean of the 𝑗th column 𝑎̄⋅𝑗 , and the grand mean of distance

atrix 𝑎̄⋅⋅. The corresponding equations for calculating the terms are
xemplary shown for 𝐴 in (9). The distance variance 𝑑 𝑉 𝑎𝑟 is the special
ase, where the variables of the distance covariance 𝑑 𝐶 𝑜𝑣 are identical.

𝑟 =
∑𝑛

𝑖=1(𝑥𝑖 − 𝑥)(𝑦𝑖 − 𝑦)
√

∑𝑛
𝑖=1(𝑥𝑖 − 𝑥)2

√

∑𝑛
𝑖=1(𝑦𝑖 − 𝑦)2

(2)

dCor(𝑥, 𝑦) = dCov(𝑥, 𝑦)
√

dVar(𝑥) ⋅ dVar(𝑦)
(3)

dCov2(𝑥, 𝑦) = 1
𝑛2

∑

𝑖,𝑗
𝐴𝑖𝑗𝐵𝑖𝑗 (4)

𝑎𝑖𝑗 = ‖𝑥𝑖 − 𝑥𝑗‖ (5)

𝑏𝑖𝑗 = ‖𝑦𝑖 − 𝑦𝑗‖ (6)

𝐴𝑖𝑗 = 𝑎𝑖𝑗 − 𝑎̄𝑖⋅ − 𝑎̄⋅𝑗 + 𝑎̄⋅⋅ (7)

𝐵𝑖𝑗 = 𝑏𝑖𝑗 − 𝑏̄𝑖⋅ − 𝑏̄⋅𝑗 + 𝑏̄⋅⋅ (8)

𝑎̄𝑖⋅ =
1
𝑛

𝑛
∑

𝑗=1
𝑎𝑖𝑗 , 𝑎̄⋅𝑗 =

1
𝑛

𝑛
∑

𝑖=1
𝑎𝑖𝑗 , 𝑎̄⋅⋅ =

1
𝑛2

𝑛
∑

𝑖,𝑗=1
𝑎𝑖𝑗 (9)

dVar(𝑋) = dCov(𝑋 , 𝑋) (10)

For the Pearson correlation, three areas can be separated. The low
correlation area between 0 and |0.3|, medium correlation between |0.3|
and |0.7|, and high correlation between |0.7| and |1|.
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Before the training of the estimation models is conducted, the
dataset is divided into a training, a validation, and a test set. The
alidation set is used to select a suitable kernel function for the SVR and
o optimize the hyperparameter of the artificial neural network (ANN).
he dataset is first divided into a training and test set with a ratio of
0:20 and the training set is then subdivided into a final training and
alidation set with a ratio of 90:10. Based on the training data, all three
atasets are normalized into an interval between zero and one before
hey are used in the estimation models.

.3. Machine learning model

Two different ML models are trained based on the correlation
eature extraction method. The first one is an SVR and the second
ne is an MLP. The SVR is chosen because of the characteristics of
he dataset. The dataset is comparably small in the ML domain and
as a small amount of features. The SVR, as a more conventional ML
odel, is efficient and stable for this kind of data. Further, it has less
yperparameters to tune and, due to the nature of the SVR, it can par-
ially prevent overfitting. However, there is a trend in the approaches
n the literature to use artificial neural networks (ANNs) [24–26].
imilar to the SVR, a simple ANN with the MLP is used due to the
ataset characteristics. Further, this reduces computational efforts, as
he model has to be retrained several times to validate the feature
xtraction method. The results of the ML models are compared using
he mean absolute error (MAE) shown in (11) and the coefficient of
etermination 𝑅2 in (12) with the real target values 𝑦𝑖, the estimated
arget values 𝑦∗𝑖 , and the mean of the real target values 𝑦̄2.

𝑀 𝐴𝐸(𝑦𝑖, 𝑦∗𝑖 ) =
1
𝑛

𝑛
∑

𝑖=1
|𝑦𝑖 − 𝑦∗𝑖 | (11)

𝑅2(𝑦𝑖, 𝑦∗𝑖 ) = 1 −
∑𝑛

𝑖=1(𝑦𝑖 − 𝑦∗𝑖 )
∑𝑛

𝑖=1(𝑦𝑖 − 𝑦̄)2
(12)

2.3.1. Support vector regression
A SVR is closely related to a support vector machine (SVM) for

lassification. An n-dimensional hyperplane is to be determined for an
ptimized separation of data points. While maximizing the distance
etween the nearest data points and the hyperplane, the model is
rained. In an SVR, in contrast, the hyperplane is used to approximate
he data. Instead of maximizing the distance to the hyperplane, it is
inimized. With given training data (𝑥𝑖, 𝑦𝑖), the aim is to find a function
(𝑥) that predicts the target values within an error margin 𝜖. To
andle outliers of the error margin, two terms 𝜁𝑖 and 𝜁∗𝑖 are introduced
o penalize the objective, depending on the prediction and the error
argin. The objective function with a regularization parameter 𝐶 for
inimizing the norm of the weight vector 𝑤 is shown in Eq. (13) [27].

𝑚𝑖𝑛𝑤,𝜁𝑖 ,𝜁∗𝑖
( 1
2
‖𝑤‖

2 + 𝐶
𝑛
∑

𝑖=1
(𝜁𝑖 + 𝜁∗𝑖 )) (13)

To solve the dual formulation of the problem, the objective function
can be transformed using Lagrange multipliers 𝛼𝑖 and 𝛼∗𝑖 as well as a
ernel function 𝐾. This results in Eq. (14) with the bias vector 𝑏 [28].

(𝑥) =
𝑛
∑

𝑖=1
(𝛼𝑖 − 𝛼∗𝑖 )𝐾(𝑥𝑖, 𝑥𝑗 ) + 𝑏 (14)

By means of the kernel function, the feature space can be trans-
formed into a higher dimension, which enables linear estimations in
 higher dimensional feature space to determine non-linear relations.
his is called the Kernel-trick. The radial basis function (RBF) is mainly
sed in approaches to estimate the SoH [29,30]. The RBF with the

width 𝛾 is shown in Eq. (15) [31].

𝑘𝛾
(

𝑥, 𝑥∗) = 𝑒
−

‖𝑥−𝑥∗‖22
𝛾2 , 𝑥, 𝑥∗ ∈ R (15)
4 
Table 1
Hyperparameters of the SVR used to estimate the SoH
based on EIS data.

Hyperparameter Value

Kernel RBF
Degree kernel function 5
𝜖-tube 0.01
Penalty parameter 2.0

Table 2
Hyperparameters of the MLP used to estimate the SoH
based on EIS data.

Hyperparameter Value

Hidden layer 2
Neurons hidden layer 1 20
Neurons hidden layer 2 20
Activation function ReLU
Optimizer Adam
Epochs 100

The used parameters of the SVR are summarized in Table 1. The 𝜖-
arameter describes the distance tube from the predicted to the actual
alue, where no penalty is awarded during the training of the model.
he penalty parameter describes the impact of the penalty outside the
-tube.

.3.2. Multi-layer perceptron
In addition to the SVR, an ANN is used to estimate the SoH based

n EIS data. For that, a simple form of ANNs with an MLP is used. This
s a FNN in which the flow of information from the input to the output
ayer takes place in one direction. As the main focus of this work lies on
he feature selection, the efforts for the hyperparameter optimization is
ept at a medium level. Therefore, a grid search is performed to obtain
he number of neurons, the activation function, and the optimizer
lgorithm. There are several approaches in the literature for estimating
he SoH of LIBs, which suggest the usage of an MLP with only one
r two hidden layers regarding computational cost and accuracy of
he model [32–34]. The structure of the used MLP consists of two
idden layers with 20 neurons in each layer. As activation function,
he rectified linear unit (ReLU) function and, as optimizer, the Adam
lgorithm is used [35]. By means of the backpropagation algorithm, the
eights are adjusted and the MLP is trained. The maximum amount of

iterations is set to 100. The hyperparameters are determined by using
the training and the validation data. They are summarized in Table 2.

3. Results

The results are divided into two main sections. The first one is the
correlation analysis of EIS data with the SoH. The second one is the
SoH estimation based on the extracted features with the SVR and the
ANN.

3.1. Correlation analysis

The Pearson correlation and the distance correlation between each
real and imaginary part, individually, and the SoH is calculated. While
analyzing the impedance with real and imaginary part at 48 frequen-
cies, this results in a correlation vector with the length 96 for one SoC.
This is done for each EIS measurement and then averaged for each SoC
esulting in a correlation matrix with the dimension 11 times 96. By

that, the SoC with the highest correlation to the SoH is obtained. A
histogram of all correlation values over |0.7| is shown for the Pearson
orrelation in Fig. 3.

First of all, it is noticeable that a high amount of linear correlations
can be found in the EIS data. The highest amounts are at the start of
discharging with a SoC of 100% and at a SoC of 10%. In contrast,
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Fig. 3. Histogram of Pearson correlation value over |0.7| for each SoC. Each value is
he correlation between the real or imaginary part of the different frequencies and the
oH. In total, 96 correlation values per SoC are calculated. The correlations are the
ean values over all different loading conditions calculated at the same SoC.

 SoC of 0% shows the least correlations. Between a SoC of 100%
nd 10%, the amount of high correlations first decreases with the
owest values at 50% and then increases again until a SoC of 10%.
ext to the Pearson correlation with higher variations between the

different SoCs, the distance correlation is similar for every SoC. The
detailed correlation matrix for both indicators is shown in Fig. 4.
In the heat map, on the 𝑥-axis, the real and imaginary parts of the
impedance are alternately shown for each frequency. On the 𝑦-axis,
the eleven analyzed SoCs are presented. The correlation of each real
and imaginary part of the impedance to the SoH is indicated by the
color. In Fig. 4(a), the Pearson correlation and in Fig. 4(b), the distance
orrelation is presented, respectively.

The Pearson correlation values vary from −1 with a negative corre-
ation to +1 for a positive correlation. Based on the linear correlation,
t is notable that the real and the imaginary parts of the impedance
t high frequencies are highly negatively correlated to the SoH. There
re slight differences, but the highest values can be observed at a SoC
f 100%. After that, the correlation is drifting to a positive value,
ut it is alternating between the real and imaginary part. The highest
orrelations in the mid and low frequency areas can be seen at a SoC of
0%. Next to that, an area of low correlations can be observed for the
oC range from 90% to 20%. Even though SoC 100% and 10% show a
imilar behavior, SoC of 10% has slightly higher correlations. Further,
t a SoC of 0%, the correlations are lower compared to the other states.
ooking at the distance correlation, the constant behavior over all SoCs
s particularly notable. The distance correlation has the lowest values
n the high frequency area. After that, the highest correlations can be
bserved in the mid frequency area. In the low frequency area, the

correlations are slightly decreasing again, but they stay nearly constant.
For both correlation indicators, the alternating behavior for the real and
maginary parts can be seen. A detailed view of the distance correlation
s depicted in Fig. 5.

Several points are striking in the correlation curve. First of all, the
imaginary part has a lower correlation to the SoH in the high frequency
rea. In the mid frequency area, three minima, two of the real part and
ne of the imaginary part, can be observed. The minima of the real part
re roughly at the first quarter of the semi-circles, while the minima
ncluding the imaginary part of the impedance can be found at the start
f the second semi-circle. Next to the minima of the imaginary part, the
ighest correlations can be observed. In the low frequency area, the
orrelations of the impedance’s real and imaginary part to the SoH are
early the same. In sum, the distance correlations is greater than 0.6
cross the whole spectrum. The highest values were calculated for the

maginary part in the mid frequency area. The correlation analysis is

5 
sed to extract features for the ML models. Based on the shown results,
the real and imaginary part of the impedance are ranked according to
their correlation starting with the highest values. The models are then
trained and tested with the first feature. Step by step, the features are
added to validate the usability of the correlation analysis.

3.2. State of health estimation

After performing the correlation analysis, the features are ranked
depending on the absolute value of the correlation. Then, both models
are trained with the feature with the highest correlation. Step by step,
a feature is added based on the distance correlation. The maximum
amount of features is set to 50, as the errors are slightly increasing
after reaching the minimum. By adding the features one by one, the
correlation analysis is validated and the need for a feature selection is
proven. The whole process is repeated for each SoC to identify the most
suitable SoC for estimating the SoH and to compare the results of the
correlation analysis to an estimation model. The results of the SVR are
demonstrated in Fig. 6. The shown errors result from the testing set,
which the model has not seen during the training phase.

Similar to the correlation results, the lowest estimation errors can
be obtained for a SoC of 100% and 10%. While the model based on the
EIS data at a SoC of 100% reaches errors below 1% with 30 features,
the model with the EIS data at SoC of 10% only needs eleven features
for errors below 1%. In the following, the lowest error can be obtained
with a value at 0.86% with 30 features. Nevertheless, the error results
at a SoC of 0% exceed all other states for every amount of features.
Further, it can be seen for all states that the error is first decreasing
since a minimum is reached; after that, the error is increasing again.
This is more pronounced for some states like SoC of 80%, but visible
for all curves. The fluctuations are higher in the mid SoC area. The
results with the data of SoC 10% show the smoothest curve and the
owest error.

The results of the correlation analysis and the SVR are further
ompared to an MLP. The results of the MLP are shown in Fig. 7.
imilar to the presentation of the SVR results, the used EIS data and
he corresponding SoC are indicated by color. The MAE is shown over
he amount of features used to train the model.

In comparison to the SVR, higher fluctuations are visible. The
mpact on the model by adding features is higher compared to the SVR.

Further, the errors are slightly higher, especially in the mid SoC area,
where a convergence to a minimum is hard to detect. On the contrary,
the errors of these curves are more or less constant neglecting the
fluctuations, which are increasing with an increasing amount of used
features for the model. Similar to the results of the SVR, the best results
are obtained with the EIS data at a SoC of 10%. The lowest error is at
19 features with a MAE of 0.84%. However, this is the only obtained
test error below 1%. Nevertheless, the results of the MLP confirm the
results of the SVR and the feature extraction method based on the
correlation. As the SVR shows more robust behavior, the final model
with 30 features is used to estimate the SoH for single cells. The results
only show the testing error. The model is trained with all cells at all
conditions except for one. Then the model is tested at a single cell of
the non-trained condition. This was repeated for all cells. The results
of two exemplary cells with the 𝑅2-score and the MAE are shown in
Fig. 8.

There is variation between the test errors for each cell varying
around the MAE of 0.86%. Next to that, the mean value of the 𝑅2-
score is 0.88. This shows the high impact of a suitable feature extraction
method. Without a detailed model optimization, a high accuracy can be

obtained by selecting the right features.
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Fig. 4. Heat map of the Pearson Correlation (a) and the distance correlation (b). The correlation is calculated between the real and imaginary part of the impedance and the
oH. Each shown value is the averaged value of each condition for the same SoC. The real and imaginary parts are alternating for the frequencies. For reasons of clarity, only

every sixth frequency value is shown on the 𝑥-axis.
b

Fig. 5. Distance correlation of the impedance’s real and imaginary parts for all
frequencies at a SoC of 10%.

Fig. 6. Test results of the SVR using the EIS data at different SoCs. The input features
re ranked based on their correlation coefficient to the SoH. Successively, the features
re added and the model is retrained and tested.

4. Discussion

Two different correlation coefficients are used to extract features
rom EIS data to estimate the SoH of LIBs. The Pearson correlation
s used to determine the optimal condition of the battery to estimate
6 
Fig. 7. Test results of the MLP using the EIS data at different SoCs. The input features
are ranked based on their correlation coefficient to the SoH. Successively, the features
are added and the model is retrained and tested.

Table 3
Test protocol for the EIS measurements of [18].

State Description

5 After charging and 15 min rest
6 Start discharging
7 After 10 min discharging
8 After discharging and before resting
9 After 15 min rest

the SoH. Because most studies do not analyze the influence of the
attery SoC on the results of SoH estimation models, it is unclear which

state is most suitable for estimating the SoH. The need for extensive
hardware for EIS measurements and the differences in needs between
EIS measurements and comparable simple aging tests impedes the task.

4.1. Comparison public dataset

While most studies are performing EIS measurements at the same
condition to compare the development of the EIS data, Zhang et al. [18]
compared the EIS data at different states. However, they performed the
EIS measurements at a predefined time, which complicates the com-
parability regarding the SoC. Nevertheless, the results of the Pearson
correlation and the distance correlation are shown in Fig. 9. The battery
states at which the EIS measurements were conducted are summarized

in Table 3 [18].
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Fig. 8. Test results of two exemplary cells for the SoH estimation. The real target values
re marked in black and the predicted values are shown in red. The corresponding
oefficient of determination and the MAE are displayed in the lower left of each plot.
For interpretation of the references to color in this figure legend, the reader is referred
o the web version of this article.)

Although it is not possible to directly compare the results, it is
notable that there are higher correlations in the states six, seven, and
eight. These are the states directly before, during, and after discharging.
This indicates that the resting periods are not necessary. Further,
looking at the distance correlations, which were constant over the SoC
in our findings, similar behavior can be obtained. There are differences,
but smaller ones compared to states five and nine. Zhang et al. state that
the low-frequency area is most relevant for an SoH estimation [18].
This is similar to the correlation analysis in this paper. Even though
the batteries are discharged with 2C and are, therefore, varying to this
testing plan, the correlation areas are similar. We expect the impact of
the charging or discharging rate to not be significant if all intervals are
charged or discharged with the same C-rate. Next to that, high corre-
lations could be observed in the mid-frequency area, which enhances
the possibilities for the feature extraction and could further reduce the
necessary time of an EIS measurement. Further, at state seven, the
highest distance correlations can be seen in the mid frequency area,
similar to our findings. However, it must be taken into account that the
frequency range is not the same. In the low frequency area, the distance
correlation is comparably lower. Considering the other frequencies
and the changing battery condition for the EIS measurement during
discharging, a similar behavior can be obtained.

4.2. Correlation based feature extraction

Conventional EIS measurements are very time consuming. Using
only medium frequencies for estimating the SoH of a LIB could benefit

the measurement efforts. By considering the estimation results of SVR

7 
and ANN, it can be concluded that the medium frequencies are suffi-
cient to estimate the SoH based on EIS data. The SVR falls below an
MAE of 1% after 11 features and the ANN with 19 features. Comparing
the amount of features with the correlation analysis, it shows that
nearly all features for the estimation are located in the mid frequency
area. Further, the feature selection and the increasing error after the
minimum while adding features substantiate the need for a feature ex-
traction method. A possible explanation for the higher correlation in the
mid frequency area are the electrochemical processes in the cell, which
are more distinct during discharging. These processes within a cell, for
example charge transfer and solid electrolyte interphase formation, are
represented in the mid frequency area. This is an indicator for the aging
of a cell. It is striking that the highest correlations are obtained for a
SoC of 10% in the mid frequency area.

Commonly, the EIS measurements are performed at a SoC of 100%
to reach a stable condition of the battery [36,37]. To compare the
development of EIS data, it is important to analyze the cell at the
same condition over the aging cycle, but the most suitable point to
estimate the SoH is not determined. The efforts for time and hardware
complicate detailed studies. The requirements for EIS measurement
hardware are much higher than for battery aging test systems. In most
studies, this hardware is separated, which further increases the efforts
for testing [38,39]. The manual tests and the physical relocation of
cells between test systems can affect the measurements. The experiment
setup in this paper enables both measurements on the same hardware
and the possibility to determine the most suitable condition of the
batteries to correlate the impedance to the SoH.

Comparing the EIS data at a SoC of 100% to 10%, the correlations
are lower and the estimation results are slightly worse. Nevertheless,
for the SVR, the second best results, and for the ANN, the third best
results were determined. Performing the EIS measurements at a SoC
of 100% simplifies the experiments, as there is no need to charge or
discharge the cells to a certain SoC. However, looking at the correlation
values and the estimation results, the efforts for doing that can be
worth it. The amount of features can be drastically reduced and the
ccuracy can also be increased. The low correlations in the medium SoC
ange are mainly influenced by the imaginary part of the impedance.
ooking at the Nyquist plots in Fig. 2, the imaginary part at the lowest

frequencies increases during aging. For the measurements at a medium
SoC, the imaginary part at the lower frequencies is nearly constant and
there is no trend visible over the degradation of the batteries. This
is probably caused by the unstable chemical condition of the battery
during discharging. Even though the increased imaginary part at low
requencies during degradation is apparent at the measurement for a
igh and low SoC, the measurements at a SoC of 0% has also low
orrelations. This is caused by another phenomenon. While for every
ther SoC, the degradation with an increasing impedance is clearly
isible, the impedance curves at a SoC of 0% are mainly overlapping

for roughly the first 300 cycles. Only afterwards, the degradation is
clearly visible in the Nyquist plot. Therefore, the correlation results are
also low in comparison to the measurements at other SoCs.

Looking at the feature extraction based on the distance correlation
in detail, it is notable which frequencies in the spectra have the minima
in the correlation curve. While analyzing the EIS data over aging, as
shown in Fig. 2, in the high frequency area, the deviations in the real
part of the impedance are visible. After the intersection point with
the 𝑥-axis, there is a shift and the main deviations can be obtained
for the imaginary part. This shift can also be seen in the correlation
data, in which the first local correlation minimum is reached for the
real part while the correlation for the imaginary part is increasing.
The imaginary part’s correlation minimum is reached in the frequency
region, where the curves drift apart regarding the SoH. This area
contains a switch in the order from highest to lowest imaginary part
of the impedance regarding the SoH. The second local minima can be
located in the end of the mid frequency area. As the semi-circles are
more pronounced based on the SoH, there are higher deviations in the

real part, which could impede the correlation results.
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Fig. 9. Heat map of the Pearson Correlation (a) and distance correlation (b) calculated with the data from [18]. The correlation is calculated between the real and imaginary
part of the impedance and the SoH. Each shown value is the mean for the same SoC. The real and imaginary parts are alternating for the frequencies. For reasons of clarity, only
every sixth frequency value is shown on the 𝑥-axis.
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4.3. State-of-health estimation

The SoH estimation based on EIS data is performed using an SVR
and an MLP. The efforts to optimize the models is kept at a medium
level as the main focus lies on the correlation analysis and the feature
extraction. Both models are trained and tested to validate the feature
extraction method. Nevertheless, several points in the estimation results
are striking. The results of the MLP are noisier than the SVR. The SVR is
more robust against changing input data. Further, the SVR falls below a
MAE of 1% with eleven features, while the MLP needs 19 features. Even
though the lowest error was obtained with the MLP, the SVR shows
an overall better performance. The deviations while adding features
impedes the reliability of the MLP. The MLP has more hyperparameters
to tune, and there are higher deviations while retraining the model.
Without further regularization methods, the fluctuations increase with
more input features. This substantiates the need for a suitable feature
extraction method. However, the relatively small MLP is sufficient
to estimate the SoH based on the EIS data. In comparison to that,
the SVR shows similar but more stable results. Initially, the errors
decrease when adding features, and after the minimum is reached,
the error increases. This indicates that conventional ML algorithms are
sufficient to capture the relationship between impedance and capacity.
The results of both estimation models validate the results of the corre-
lation analysis. The EIS data with an SoC of 10% leads to the highest
accuracies. The EIS data of SoC 100%, which has the second highest
correlations, has the second best accuracies for the SVR and the third
highest accuracies for the MLP. However, a deviation for the SoC of
0% can be observed. While it has the lowest values for the Pearson
orrelation, the results of the estimation models trained with the EIS
ata at a SoC of 0% exhibit comparably good results. Even though the
orrelation values are in a close range, the results were not expected.
he impact of the feature extraction method can clearly be seen. It

is possible to halve the error by using suitable features. Nevertheless,
nearly all models result in errors below 3.5%. Without optimizing the
final model, the errors can be reduced from roughly 3% to under 1%
by extracting suitable features. The impact of the SoC during the EIS

easurements can be clearly seen in the estimation results.
Overall, EIS data is highly suitable to estimate the remaining capac-

ty of a LIB. By choosing a feature extraction method, the accuracies
f the models can be increased and the measurement efforts can be
educed. The highest correlations can be observed at a SoC of 10%
nd the second-highest at a SoC of 100%. Only by using the data at
 suitable condition, the SoH estimation could be clearly improved. In
n application, it could be beneficial to measure the impedance data
t a SoH of 100%, as it is not necessary to discharge the batteries
 i

8 
o a specific SoC. The slightly lower accuracy is a compromise to
educed measurement efforts. On the contrary, the EIS measurements at
 medium SoC area are not suitable for estimating the SoH. Next to that,
he individual frequencies were analyzed to further reduce the com-
lexity of the model and increase the accuracy. Despite local minima,
he highest correlation could be observed in the mid-frequency area.
specially the amount of low frequencies can be reduced through the
eature extraction method, which would benefit the measurement time.
he impedance in the mid frequency area exhibits similar and higher
orrelations to the SoH. Even though the models were not optimized
n detail, errors below 1% could be reached. It is expected that further
ptimized models could reach even higher accuracies. Comparing the
stimation results to models in the literature, it is striking that similar
nd slightly higher accuracies could be reached with simpler models.
hile the 𝑅2 has the mean value of 0.88 over all cells and most of

he cells are in the range between 0.82 and 0.94, single cells reach
 value of 0.99. Zhang et al. obtain 𝑅2-scores from 0.72 to 0.88 for
he capacity estimation with a gaussian process regression and an
utomatic relevance determination kernel [18]. Even though the SVR
s less complex, similar and higher accuracies could be obtained for
he SoH estimation model. Especially in comparison to accuracies from
odels in the literature, the results emphasize the high impact of the

eature extraction method and the optimization potential of data-driven
odels by selecting the most suitable features.

. Conclusion

LIBs undergo unpreventable aging during their life cycle. Thereby,
he capacity is decreasing and the impedance is increasing. There are
arious degradation mechanisms and the battery parameters are highly
nter-correlated. Yet, it is crucial to determine the condition to optimize
he operation of LIBs. A suitable tool to determine the impedance of
 cell is the EIS. High measurement efforts impede the feasibility in
ractice and detailed research studies. After conducting comprehensive
est series for battery aging and check-up cycles, resulting in 25,344
mpedance spectra over the life cycle of 48 battery cells, the data is
nalyzed to determine the highest correlation between the impedance
nd the SoH. The Pearson correlation is used to find the most suitable
oC to conduct the EIS measurements for estimating the SoH. Based on
he amount of high correlations and the correlation itself, a SoC of 10%
as identified. After that, the distance correlation was used to extract

eatures from the impedance spectra. Especially the mid frequency area
xhibited high correlations, while keeping the measurement time low
n comparison to the low frequency area. After ranking the real and

maginary part of the impedance based on their correlation to the SoH
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and adding the features step by step to the models, a lowest test MAE
of 0.86% for the SVR and 0.84% for the MLP could be obtained. The
esults show that even simpler models can reach higher accuracies in
omparison to approaches from the literature by selecting the most
uitable features. This substantiates the need for an advanced feature
xtraction method and further demonstrates the high impact of the data
re-processing step on estimation models.

In the future, it is planned to further optimize the models and
o further increase the accuracies of the estimations while expanding
he dataset. Regarding sustainability, it is important to optimize the
peration of LIBs by finding the most suitable point to estimate their
ondition.
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