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Chapter 1

Introduction & Overview

Most of the content of the present work is motivated by the desire of gaining a better understand-
ing of several results dealing with compact operators and their ill-posed inversion problems;
those results were obtained by researchers from different schools of computational mathemat-
ics. In this chapter we will introduce and compare the different schools, survey the relevant
results from the literature, and give an outline of the new results to be proved in this thesis.

Compact mappings and their inverses – a practical example

We shall begin with an example taken from [Gro93]1: Suppose that we would like to control
the temperature on the inner side of the pressure vessel of a nuclear reactor. A secure way to
measure this temperature may be to have a metallic bar installed which passes through the wall
of the vessel as shown in the figure. We imagine that the bar is very long so that we can model

1The books [Gro93] and [EHN96] contain many more examples from science and engineering which lead to
mathematical problems of the same nature.

x

x = ax = 0
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10 CHAPTER 1. INTRODUCTION & OVERVIEW

it as being infinitely long. Denote by u(x, t) the temperature in the bar at point x at time t.
We are interested in computing the function f(t) := u(0, t) from observations of the function
g(t) := u(a, t). We assume that the initial temperature of the bar is 0, i.e.

u(x, 0) = 0, x > 0,

and that the heat propagation in the bar fulfills the one-dimensional heat equation, i.e.

∂u

∂t
(x, t) =

∂2u

∂x2
(x, t), 0 < x, t <∞.

We furthermore assume that u is uniformly bounded. One can show (using a Laplace transform
technique) that

g(t) =
a

2
√
π

∫
χ[0,t](τ)

exp(−a2/4(t− τ))

(t− τ)3/2︸ ︷︷ ︸
=:k(t,τ)

f(τ)λ(dτ) =: K(f)(t). (1.1)

(Here and in the following, χM shall denote the characteristic function of the set M and λ shall
denote Lebesgue measure.) (1.1) has the form of a Fredholm integral equation of the first kind.
One has k ∈ L2(λ2) which implies that K as given by (1.1) is a compact linear mapping from
L2(λ) into L2(λ) (see e.g. [Gro80, p. 140]). We recall that a linear operator F : X → Y
of Banach spaces X, Y is compact if the image F (BX) of the closed unit ball BX ⊆ X is
relatively compact in Y . We are hence confronted with the problem of inverting the compact
operator K.

Compact operators are a classical object of study in functional analysis (see e.g. [Meg98]).
They can be thought of as having a strong smoothing effect on their operands. Unfortunately,
the inverses of those smooth operators exhibit a particularly unpleasant behaviour: If X and
Y are infinite dimensional and a compact operator F : X → Y is injective, then its inverse
F−1 :⊆ Y → X is necessarily discontinuous. The problem of computing an unbounded linear
mapping is considered ill-posed (a term going back to Hadamard) because numerical methods
(which are always approximative in nature) are bound to fail on them in general.

The present work is motivated by questions that arise when the computational properties of
compact operators and their inverses are studied using different formal approaches to computing
on continuous data.

Different models for scientific computation

Real numbers, differentiable functions, probability measures etc. are abstractions that are com-
monplace in scientific modelling. But a fundamental problem arises when it comes to imple-
menting these abstractions in concrete computer programs: The computing machines that we
use today are based on performing discrete steps in each of which a finite number of digits
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is manipulated. How shall such machines handle objects such as real numbers the complete
description of which potentially requires infinitely many digits?

Today’s computer hardware supports so called floating-point data types along with instructions
for floating-point arithmetic [IEE85]. The floating-point numbers are a fixed finite set of
rational numbers; floating-point arithmetic is an approximation to the actual arithmetic on these
numbers and includes built-in rounding. The floating-point instructions also include boolean-
valued operations like “equals” or “greater than”. The time and the memory that are taken up by
each arithmetic or boolean floating-point operation are bounded by constants; for complexity
considerations, it hence seems reasonable to consider them as atomic. This is very close to the
way that real numbers are thought of in classical2 mathematics: the numbers themselves, as
well as algebraic operations and comparisons are atomic primitives. The monograph [BCSS98]
contains the foundations of a computability and complexity theory based on a class of abstract
machines that store real numbers in single cells of their tapes and have comparisons as well as a
finite number of rational functions as built-in atomic operations. This model of computation on
real numbers became known as the BSS-model (because it was first defined in [BSS89]). The
BSS-model is intended as a theoretical foundation for numerical analysis. It is an example of
an algebraic or real-number model of computation.3

When real-number machines are employed to model floating-point computations, all issues that
arise from the floating-point arithmetic’s limited precision are neglected. So the numerical sta-
bility of an algorithm the correctness and complexity of which have only been proved in the
real-number model must be studied in a second step. Usually the algorithm’s floating-point
implementation will only produce reasonable output on a restricted set of problem instances.
For some applications, however, the floating-point approach and thus the real-number model
seem to be fundamentally inadequate: A source of examples is the whole area of computa-
tional geometry, where naive algorithms are notorious for breaking down or silently producing
qualitatively incorrect output due to numerical errors. (See [KMP+04] for examples.)

When fixed-precision arithmetic is not sufficient for solving a certain problem, one will seek
for a program that asks for the desired output precision and then automatically determines the
degree of precision the input has to be be provided in4 and the degree of precision the algebraic
operations must be evaluated with in order to achieve the prescribed error bounds. This mode
of computation is not modelled adequately by real-number machines. For example, the equality
of two real numbers cannot be decided based on approximations of the numbers; a model that
takes this into account must not have equality as a built-in predicate.

There is further critique of the real-number model concerning its suitability as a foundation for
a practically relevant computability and complexity theory of subsets of Euclidean space (see

2The term “classical mathematics” is used here in contrast to “constructive mathematics” or “computable math-
ematics”.

3Models of this type had been in use long before the introduction of the BSS-machine. See [BCSS98] for a
historical survey.

4This precision may depend on the input itself, so the program may ask several times for better and better
approximations.
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[Bra03b, Par05, BC06]).

But what is a suitable model for studying which problems involving real numbers can be solved
by computers and which cannot? The almost universally accepted model for digital computers
is the Turing machine [Tur36, Tur37]. It has served as the foundation for successful theories
of the computability [Rog87] and complexity [DK00] of discrete problems. Turing, however,
had originally defined his machine for the purpose of computing on real numbers: The numbers
should be represented by infinite strings of symbols on the input and output tapes. This already
yields the modern definition of a computable real number: x ∈ R is computable if there
is a Turing machine without an input tape that writes a binary expansion of x onto its output
tape. The modern definition of a computable real function was later given by Grzegorczyk
[Grz57] and Lacombe [Lac55]. Their work can be seen as the initiation of what is now called
computable analysis. The present work is a contribution to that branch of theoretical computer
science.

Computable analysis is very close to constructive mathematics [BB85, BV06]: In both dis-
ciplines, real numbers are not treated as atomic objects, but as sequences of discrete objects
where each can be described finitely and delivers some more information on the real.

There are several mutually consistent approaches to computable analysis, e.g. the axiomatic
approach [PER89] or the oracle machine approach [Ko91].5 We shall concentrate on the
representation-based approach, aka type-two theory of effectivity (TTE) [Wei00, BHW08].
TTE allows a unified treatment of uniform computability not only on real numbers and func-
tions, but also on general metric and normed spaces, on open/closed/compact sets, on measures
and random variables etc. The computational complexity of real numbers, real functions, com-
pact subsets of Rn and a few other classes of objects has also been defined in a reasonable way
based on representations [Wei00, Wei03].

Chapter 2 will be a compact introduction to all notions and facts from TTE that will be used
in this thesis. We also include proofs of a number of useful propositions which we have not
found in the literature. The standard reference for representation-based computable analysis is
Weihrauch’s monograph [Wei00].

Compact operators in computable functional analysis

The mathematical treatment of problems from science and engineering – in particular integral
and differential equations – often requires the apparatus of functional analysis and involves ob-
jects less elementary than real numbers or continuous functions (e.g.Lp-spaces, Sobolev spaces,
generalized functions, etc.). The treatment of such objects within computable analysis – we
speak of computable functional analysis – was pioneered by Pour-El and Richards [PER89]
and their collaborators. However, computable functional analysis can also be developed based

5See [Wei00, Chapter 9] for comparisons.
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on representations. Many of the results obtained by the Pour-El and Richards school have by
now been reproved and extended within TTE;6 some topics were treated using TTE from the
start.

We present a selection of relevant references: Brattka compared several representations of
computable linear operators on Banach spaces in [Bra03a]. He investigated the computable
content of classical Banach space principles in [Bra08a, Bra08b, Bra]. The computability of
spectra of self-adjoint linear operators on Hilbert spaces was studied by Brattka and Dillhage
[BD05, Dil08]. Brattka and Yoshikawa [BY06] is a source for computable versions of many
results on Hilbert spaces. A computability theory of generalized functions was developed by
Zhong and Weihrauch in [ZW03]. The same authors studied the computability of the solution
operators of several classes of PDEs in [WZ02, ZW03, WZ05, WZ06a, WZ06b, WZ07].

The treatment of compact operators in computable functional analysis was initiated by Brattka
and Dillhage in [BD07]. Our work is tied in with that publication. Brattka and Dillhage defined
a representation of the space of compact operators on computable Banach spaces (see Chapter
2) and proved effective versions of a number of classical theorems on compact operators. How-
ever, they made the additional assumption that the Banach spaces under consideration possess
computable Schauder bases. We will review these notions as well as Brattka and Dillhage’s
results in Subsection 3.1. It is well-known that computable Hilbert spaces always possess com-
putable Schauder bases. In order to gain a better understanding of computable bases in the
general Banach space setting, we asked the following question: Given a computable Banach
space that possesses a basis. Does it possess a computable basis? Chapter 3 is devoted to
the construction of a counterexample. Our construction builds on deep results from classical
functional analysis.

The degree of uncomputability caused by ill-posed problems

At the beginning of this chapter we already saw how the problem of inverting a compact operator
arises in an application. Such inverse problems typically cause great computational difficulties
as solving would require the evaluation of discontinuous operators. Another familiar example of
this phenomenon is differentiation considered as the inversion of integration: It is well-known
(see [Wei00]) that the integral of a continuous function on [0, 1] can be computed while the
derivative of a computable differentiable function may be uncomputable. An inversion problem
may, however, become solvable if additional information on the source object is available: The
derivative of a computable differentiable function can be computed if the derivative itself has
a bounded derivative and an upper bound for the absolute value of this second derivative is
provided as additional input. A general theory of such source conditions and their exploitation

6The TTE versions usually make stronger statements than the original ones. E.g. Pour-El and Richards [PER89]
proved that the spectrum of a computable self-adjoint operator is a computably enumerable compact set; Brattka
and Dillhage [BD05] proved that a name of the operator can be computably transformed into a name of the spec-
trum.
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for the numerical solution of inverse problems was initiated by Tikhonov and Phillips and is
known as regularization (see [Gro77, EHN96]).

In Chapter 4 we will first recall the definition of the generalized inverse T † of a bounded
linear mapping T : X → Y of Hilbert spaces X, Y . We then use a computable reduction of
functions, invented by Weihrauch [Wei92], to characterize how uncomputable the evaluation
map (T, y) 7→ T †y is. One direction of the reduction is based on Tikhonov regularization. The
other direction uses Brattka’s version [Bra99] of Pour-El and Richards’ [PER89] First Main
Theorem.

Ill-posed problems in information-based complexity

A school of numerical mathematics that uses a real-number model – originally in a somewhat
informal way, later formalized in [Nov95] and [Pla96, Section 2.9] – is information-based
complexity (IBC) [TWW88, TW98]. IBC is centered around the idea that the cost of com-
puting a numerical operator depends on the available information on the input. Here, the input
is typically an element of the unit ball of a normed linear function space and information is
retrieved by applying elements of a prescribed set of real valued functionals (such as evaluation
functionals or Fourier transforms) to the input.

A computational problem in IBC is made up of a set of problem elementsD, a solution operator
S : D → Y , where Y is a normed space, and a set Λ of admissible information functionals. The
problem is considered solvable in the worst-case setting if for every prescribed error bound
ε > 0, there is a real-number machine with functional oracles from Λ that computes a mapping
Ψε : D → Y with

sup
x∈D
‖S(x)−Ψε(x)‖ ≤ ε. (1.2)

If one replaces condition (1.2) by∫
D

‖S(x)−Ψε(x)‖2 ν(dx) ≤ ε

or
ν({x ∈ D : ‖S(x)−Ψε(x)‖ > ε}) ≤ ε

for a fixed probability measure ν onD, then the problem is considered solvable in the average-
case setting or solvable in the probabilistic setting, respectively, for ν. The cost of computing
Ψε(x) is the sum of the information cost (i.e. the number of functional oracles invoked) and
the combinatorial cost (i.e. the number of algebraic operations and branches performed). The
combinatorial cost typically turns out to be proportional to the information cost, so the focus of
attention in IBC is on information cost. Furthermore, many algorithms found in IBC are rather
simple on the combinatorial side; consider for example the so called linear algorithms that are
optimal for a large class of problems (see [TWW88, Section 4.5.5]).
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Considering the definition of solvability just presented, one observes that it does not demand
uniformness in the error level, i.e. one does not ask for one single machine which takes the error
bound as an additional input and then computes the solution operator up to this given precision.
In fact, uniform algorithms can be studied within the real-number model, but the possibility of
using magic constants – which are real numbers that store an infinite amount of information
which a real-world machine would have to compute itself – leads to somewhat unrealistic re-
sults [NW99]. In particular, the problem of choosing suitable information functionals for any
given error level is obscured by the presence of magic constants: Names of nearly optimal func-
tionals for every error level could be stored in a single magic constant. In reality, however, the
computation of good information functionals on Turing machines may be a very complex task
(see [Bos08b] for an example).

How does the computational intractability of linear ill-posed problems manifest itself in IBC?
Werschulz [Wer87] proved that any algorithm (in the IBC sense) using continuous linear infor-
mation functionals has an infinite worst-case error when applied to approximate an unbounded
linear operator, i.e. linear ill-posed problems are not solvable in IBC’s worst-case setting. In
the same paper, however, Werschulz proved a positive result for the average-case setting for
Gaussian measures; this result was later generalized by Werschulz and others (see Chapter 7
for more references).

Werschulz’ results are surveyed by Traub and himself in [TW94] and [TW98, Chapter 6]. In the
latter reference, the authors draw an analogy between Werschulz’ negative result on the one side
and Pour-El and Richards’ First Main Theorem on the other side. We have already mentioned
the First Main Theorem above. It implies that unbounded linear operators are uncomputable and
typically even map some computable points to uncomputable points.7 (The precise statement is
given in Chapter 2.)

As a transition from the worst-case to the average-case setting makes ill-posed problems solv-
able in the sense of IBC, Traub and Werschulz ask whether such a transition is also possible in
computable analysis [TW98, p. 60]:

Is every (measurable) linear operator computable on the average for Gaussian
measures?

Traub and Werschulz do not tell what they mean by “computable on the average”. This was the
starting point for our fundamental study of several notions of probabilistic computability and
the computability of Gaussian measures.

7An analogy between Werschulz’ negative result and the First Main Theorem is also drawn in [Tra99], where
the relative length of Pour-El and Richards’ proof as compared to Werschulz’ prove is taken as an argument for the
superiority of the real-number model over the Turing machine model as a foundation for numerical analysis. We
consider this comparison a little unfair: The mere uncomputability of unbounded operators follows directly from
their discontinuity – this is a fundamental and easily provable fact. The hard part of the First Main Theorem is that
some computable points are mapped to uncomputable points.
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Probabilistic computability

Ko [Ko91] defines the notion of a computably approximable real function. This definition
can be considered as computable analysis’ analogue to IBC’s probabilistic setting. Parker’s
[Par03, Par05, Par06] definition of decidability up to measure zero of a subset of Rn goes
in a similar direction. An analogue to IBC’s average-case setting, however, has not yet been
considered in computable analysis.

In Chapter 5 we provide the foundations of a theory of probabilistic computability of mappings
from general represented spaces into metric spaces. We extend Ko’s and Parker’s ideas to more
general classes of mappings, but we also define the new notion of computability in the mean
which corresponds to IBC’s average-case setting. The latter definition builds on a suggestion by
Hertling [Her05]. We shall also define representations that are tailor-made for mappings com-
putable in the respective probabilistic sense. In the spirit of TTE’s Representation Theorem
[Wei00, Sch02c], we give characterizations of the mappings in the ranges of those representa-
tions. We furthermore study the mutual relations between the different computability concepts.
Finally, we prove theorems on effective composition and vector-valued integration of proba-
bilistically computable mappings.

Gaussian measures

The best-studied class of probability measures on infinite-dimensional spaces is the class of
Gaussian measures. The best-known representative of this class is Wiener measure, i.e. the
distribution of random Brownian motion (see e.g. [Kal02]). Most of the IBC results in the
average-case setting were obtained with the assumption that the underlying measure is Gaus-
sian.

In Chapter 6, we first collect a number of useful properties of Gaussian measures. We use
the modern literature (in particular [Bog98]) to gain understanding of the structure of linear
Gaussian random elements; we will have Werschulz’ result on the average-case solvability of
linear ill-posed problems as a corollary. We then look at Gaussian measures from the point of
view of computable analysis. We define two representations of Gaussian measures on separable
Hilbert spaces – one with a more “algebraic”, the other with a more “topological flavour”. We
prove these representations to be computably equivalent. This result can be seen as an effective
version of what is sometimes called the Mourier Theorem. The proof utilizes results from
Chapter 5.

Probabilistic computability of unbounded inverse operators

In Chapter 7 – the final part of this thesis – we apply the definitions and theorems from Chap-
ters 4, 5, and 6 to interpret and answer Traub and Werschulz’ question on the “average-case
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computability” of linear operators.

We sketch the results: If one does not ask for a computable approximator that is uniform in the
operator and error level, Werschulz’ result can be transferred easily into computability theory.
But what if one demands more uniformness? We study this question for the special, yet practi-
cally very important case that the operator to be approximated is the (generalized) inverse of a
bounded operator of Hilbert spaces: The bounded operator and its adjoint as well as the desired
average error and the underlying Gaussian measure are provided as inputs. It turns out that this
information is not sufficient to compute the inverse on the average. In fact, we can even give an
example of a computable injective compact self-adjoint endomorphism of the sequence space
`2 whose inverse does not fulfill a very weak interpretation of “computable on the average” for
a certain Gaussian measure of very simple structure. Like in Chapter 4, we use a computable re-
ducibility of functions to characterize the corresponding degree of uncomputability. A positive
result, however, is possible if one assumes that additional information on the L2-norm of the
inverse is available; with this number as additional input, one can even employ a rather strong
interpretation of “computable on the average”.

The findings of Chapter 7 can be considered as the main results of this thesis. They demonstrate
how the Turing machine model allows a more detailed exploration of the limits of what is
computationally possible than the real-number model.
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Notational conventions

The natural numbers

The natural numbers N are understood to include zero. We always consider the discrete topol-
ogy on N.

Intervals, norms, inner products

We write intervals with a semicolon. So the open interval (a; b) is distinguished from the pair
(a, b).

We will almost never distinguish the norms of different normed spaces notationally, but write
‖ · ‖ for all of them. Which norm is meant will always be clear from what is the argument.

Inner products of Hilbert spaces are always written 〈· | ·〉.

Characteristic functions

If M is a set and A is a subset of M , then χA : M → {0, 1} with

χA(x) :=

{
1 if x ∈ A,
0 otherwise

is the characteristic function of A.

Finite and infinite sequences

If M is a set, put
M<ω :=

⋃
n∈N

Mn.

HereM0 = () is the empty sequence. Elements ofM<ω are sometimes called finite sequences.
Let Mω be the set of (infinite) sequences whose terms are in M . We identify this set with the
set of mappings from N to M .

The range of a sequence (xi)i ∈Mω is the set

range((xi)i) := {x ∈M : (∃ i ∈ N) (x = xi)}.
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For a finite sequence (x1, . . . , xn) ∈M<ω, put

range((x1, . . . , xn)) := {x ∈M : (∃ 1 ≤ i ≤ n) (x = xi)}.

If (v1, . . . , vn), (w1, . . . , wm) ∈ M<ω and (pi)i ∈ Mω, we define concatenations in the usual
fashion:

(v1, . . . , vn)(w1, . . . , wm) := (v1, . . . , vn, w1, . . . , wm),

(v1, . . . , vn)(pi)i := (v1, . . . , vn, p0, p1, . . .).

If v ∈M<ω, W ⊆M<ω, and P is a subset of M<ω or of Mω, define

vP := {vp : p ∈ P},

WP :=
⋃
w∈W

wP.

If M is endowed with a topology τ , we will automatically endow Mn (n ∈ N) and Mω with the
product topologies τn :=

∏n
i=1 τ and τω :=

∏
i∈N τ , respectively. This in particular means that

Nω is the Baire space (see e.g. [Wei00, Exercise 2.2.9]).

Tupling

For every non-empty word w = w1 . . . wn over the alphabet {∗, ω}, there is a continuous bijec-
tive tupling function

〈·, . . . , ·〉w : Aw1 × · · · × Awn → Bw,

where

Av :=

{
N<ω if v = ∗,
Nω if v = ω

and

Bw :=

{
N<ω if w1 = . . . = wn = ∗,
Nω otherwise.

Such tupling functions can be defined in a canonical way. We in particular assume that the tu-
plings and their inverses are computable by type-two Turing machines, which we will introduce
below.
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Partial and multi-valued mappings

Let M,N be sets. A partial multi-valued mapping f is a correspondence f = (Φ,M,N), i.e.
Φ ⊆ M × N . We write f :⊆ M ⇒ N . Φ is called the graph of f and will be denoted by
graph(f). The domain of f is defined by

dom(f) := {x ∈M : (∃ y ∈ N) ((x, y) ∈ Φ)}.

If A is a subset of M we write

f(A) := {y ∈ N : (∃x ∈ A) ((x, y) ∈ Φ)}.

The range of f is then defined by range(f) := f(M). For single-valued A = {x}, we also
write f{x} or f(x) instead of f({x}); we will, however, only do so if x ∈ dom(f). f is
called surjective if range(f) = N . The inverse f−1 of f is the partial multi-valued mapping
(Φ−1, N,M), where

Φ−1 := {(y, x) ∈ N ×M : (x, y) ∈ Φ}.

If A is a subset of M , let f |A be the partial multi-valued mapping (Φ|A, A,N), where

Φ|A := {(x, y) ∈ Φ : x ∈ A}.

If A is a subset of N , let f |A be the partial multi-valued mapping (Φ|A,M,A), where

Φ|A := {(x, y) ∈ Φ : y ∈ A}.

If order to define a partial multi-valued mapping f :⊆ M ⇒ N , we shall sometimes use the
convenient notation

f(x) 3 y :⇐⇒ P (x, y), (1.3)

where P is a predicate defined on a subset of M ×N . (1.3) should be read as

graph(f) := {(x, y) ∈M ×N : P is defined and true on (x, y)}.

f :⊆M ⇒ N is called total if dom(f) = M . We write f : M ⇒ N to indicate that f is total.

f :⊆ M ⇒ N is called single-valued if f(x) has cardinality one for every x ∈ dom(f). We
write f :⊆ M → N to indicate that f is single-valued and that (notwithstanding the definition
above) we understand by f(x) the unique y ∈ N with (x, y) ∈ graph(f) (instead of the one-
element set {y}).

If f :⊆ M ⇒ N is total and single-valued, then f is simply a mapping in the usual sense and
we write f : M → N to indicate this.

If M and N are endowed with topologies, then f :⊆ M → N is called continuous if f−1(U)
is relatively open in dom(f) for every open U ⊆ N .
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Chapter 2

Representation-Based Computable
Analysis

2.1 Computability and naming systems

2.1.1 Computability on N and Nω

For the exact definition of type-two Turing machines and the partial functions computed by
them, we refer to [Wei00]. Let us only mention a few aspects: A type-two machine M works
much like an ordinary Turing machine. It has three one-way infinite tapes whose cells are either
blank or contain a symbol from the alphabet Σ := {0, 1}: The input tape is read-only; the work
tape is random-access; the output tape is write-only and the head may only move to the right.
M has a finite control just like an ordinary Turing machine. The definition of M is amended
by a type specification (A1, A2) ∈ {N,Nω}2; A1 is the set from which input is expected, A2

is the set that the output is supposed to be in. Elements of N or Nω are written onto the input
and output tapes by encoding them as elements of Σ<ω or Σω, respectively, in a canonical (bi-
continuous) way. M computes a function fM :⊆ A1 → A2 which is defined as follows: If
A2 = N then fM is defined on all p ∈ A1 on which the computation of M enters a halting state;
fM(p) is defined as the number whose codeword has been written onto the output type by then.
If A2 = Nω then fM is defined on all p ∈ A1 on which the computation of M produces infinitely
many output symbols that form a valid codeword for an element of Nω; fM(p) is then defined
to be this element. A single element p ∈ Nω is computable if there is a type-two machine that
produces output p when run with an empty input tape.

Let A1, A2 ∈ {N,Nω}. A partial function f :⊆ A1 → A2 is called computable if there is
a type-two Turing machine M such that dom(f) ⊆ dom(fM) and f(p) = fM(p) for every
p ∈ dom(f).

For the following fundamental result see [Wei00, Theorem 2.2.3]:

23
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Theorem 2.1 (Main Theorem of TTE). Let A1, A2 ∈ {N,Nω}. Every computable f :⊆ A1 →
A2 is continuous.

2.1.2 Computability via naming systems

One uses (multi-)naming systems1 to lift computability from N and Nω to other sets. If M is a
set then a multi-naming system for M is a surjective partial multi-valued mapping δ :⊆ A ⇒
M , where A ∈ {N,Nω}. In this case put TYPE(δ) := A. If TYPE(δ) = N, then δ is in
particular called a multi-numbering; if TYPE(δ) = Nω, then δ is in particular called a multi-
representation. A δ-name of x ∈ M is an element p of TYPE(δ) with δ(p) 3 x. A point in
M is δ-computable if it has a computable δ-name.

Let M1,M2 be sets with multi-naming systems δ1, δ2. Then g :⊆ TYPE(δ1) → TYPE(δ2) is
a (δ1, δ2)-realization of f :⊆ X1 ⇒ X2 if any δ1-name p of any x ∈ dom(f) is in dom(g),
and g(p) is a δ2-name of some element of f(x). f is called (δ1, δ2)-continuous if it allows a
continuous (δ1, δ2)-realization. Denote by Λ(δ1 ⇒ δ2) the set of all (δ1, δ2)-continuous partial
multi-valued mappings; Λ(δ1 → δ2) shall be the subset of Λ(δ1 ⇒ δ2) that contains exactly the
single-valued mappings; Λ(δ1 ⇒ δ2)TOT shall be the subset of Λ(δ1 ⇒ δ2) that contains exactly
the total mappings; also of course

Λ(δ1 → δ2)TOT := Λ(δ1 → δ2) ∩ Λ(δ1 ⇒ δ2)TOT.

f is called (δ1, δ2)-computable if it allows a computable (δ1, δ2)-realization.

Let δ, δ′ be multi-naming systems of sets M,M ′ with M ⊆ M ′. We say that δ is continuously
reducible to δ′ if the embedding of M into M ′ is (δ, δ′)-continuous; we write δ ≤t δ′. If
M = M ′, δ ≤t δ′, and δ′ ≤t δ, then we say that δ and δ′ are continuously equivalent; we write
δ ≡t δ′. Requiring the embedding of M into M ′ to be even (δ, δ′)-computable yields the notion
of computable reducibility of δ to δ′; we write δ ≤ δ′. Accordingly, δ and δ′ are computably
equivalent if δ ≤ δ′ and δ′ ≤ δ; we write δ ≡ δ′.

The majority of multi-naming systems considered in this text will be single-valued. In this
case, we will simply call them naming systems; we will in particular speak of numberings
and representations. If δ is a single-valued naming system, we shall also identify the singleton
sets δ(p), p ∈ dom(δ), with their single elements.

2.1.3 Some constructions with naming systems

Fix some n ∈ N, n ≥ 1. For 1 ≤ i ≤ n let Mi be a set with a multi-naming system δi :⊆ Ai ⇒
Mi. Define the multi-naming system [δ1, . . . , δn] of M1 × · · · ×Mn by

[δ1, . . . , δn]〈r1, . . . , rn〉w 3 (x1, . . . , xn) :⇐⇒ (∀ 1 ≤ i ≤ n) (δ(ri) 3 xi).
1Multi-naming systems are not treated in [Wei00], but were defined first in [Sch02b].
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Here w = w1 · · ·wn is given by

wi =

{
∗ if Ai = N,
ω if Ai = Nω

.

For abbreviation, we put
[δ]n := [δ, . . . , δ︸ ︷︷ ︸

n-times

]

for every n ≥ 1.

If δ is a multi-naming system of a set M , then a multi-naming system [δ]<ω of M<ω is given by

[δ]<ω〈n, s〉∗b :=

{
[δ]n(s) if n > 0,
() else,

where b = ∗ if δ is a multi-numbering, and b = ω if δ is a multi-representation.

Our next aim is to define a natural multi-representation for partial multi-valued mappings be-
tween sets with multi-naming systems. We will do so by modifying a definition by Weihrauch2

(see [Wei00, Definition 3.3.13]).

Define

F ∗∗ := {f : f :⊆ N→ N},
F ∗ω := {f : f :⊆ N→ Nω},
F ∗ω := {f : f :⊆ Nω → N is continuous},
F ωω := {f : f :⊆ Nω → Nω is continuous}.

For a, b ∈ {∗, ω}, we construct a multi-representation ηab of F ab: Define

α∗(n) := {n}

for all n ∈ N, and
αω〈0, n〉∗∗ := Nω,

αω〈k, 〈n1, . . . , nk〉∗k〉∗∗ := (n1, . . . , nk)Nω (2.1)

for all n, k, n1, . . . , nk ∈ N, k ≥ 1. Define p ∈ Nω to be an ηab-name of f ∈ F ab if, and only if,

(1.) for every 〈r, s〉∗∗ ∈ range(p), one has

f(αa(r)) ⊆ αb(s).

(The information on f is correct.)
2Weihrauch defines a representation [δ1 → δ2] of the set of all (δ1, δ2)-continuous total mappings from a set

M1 with representation δ1 into a set M2 with representation δ2. The advantage of the definition that we use shows,
for example, in the formulation of item (1) of Lemma 2.20.
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(2.) for every (v, w) ∈ graph(f) and every open neighborhood U of w there exists 〈r, s〉∗∗ ∈
range(p) with

v ∈ αa(r) and w ∈ αb(s) ⊆ U.

(The information on f is complete.)

Lemma 2.2. f ∈ F ab is computable if, and only if, f has a computable ηab-name.

If M1, M2 are sets with multi-naming systems δ1, δ2, then a multi-representation [δ1 ⇒ δ2] of
Λ(δ1 ⇒ δ2) is given by

[δ1 ⇒ δ2](p) 3 f :⇐⇒ ηab(p) contains a (δ1, δ2)-realization of f,

where a, b ∈ {∗, ω} are chosen according to the types of δ1, δ2. Define

[δ1 → δ2] := [δ1 ⇒ δ2]|Λ(δ1→δ2)

[δ1 ⇒ δ2]TOT := [δ1 ⇒ δ2]|Λ(δ1⇒δ2)TOT

[δ1 → δ2]TOT := [δ1 ⇒ δ2]|Λ(δ1→δ2)TOT .

Note that [δ1 → δ2]TOT is single-valued if δ2 is single-valued.

We collect a number of properties of [δ1 ⇒ δ2]. The proofs are similar to the proofs of the
corresponding results in [Wei00].

Lemma 2.3 (Properties of the function space representation). Let M1, M2 be sets with multi-
naming systems δ1, δ2. Let the evaluation map

eval :⊆ Λ(δ1 ⇒ δ2)×M1 ⇒ M2

be defined by
dom(eval) := {(f, x) : x ∈ dom(f)}

and
eval(f, x) := f(x).

(1) eval is ([[δ1 ⇒ δ2], δ1], δ2)-computable.

(2) If δ is a representation of Λ(δ1 ⇒ δ2) such that eval is ([δ, δ1], δ2)-computable, then

δ ≤ [δ1 ⇒ δ2].

(3) f ∈ Λ(δ1 ⇒ δ2) is (δ1, δ2)-computable if, and only if, f has a computable [δ1 ⇒ δ2]-
name.
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(4) If δ′1, δ
′
2 are further multi-naming systems of M1, M2 with δ1 ≤ δ′1 and δ′2 ≤ δ2, then

[δ′1 ⇒ δ′2] ≤ [δ1 ⇒ δ2].

Lemma 2.4 (Type conversion). Let M1,M2,M3 be sets with multi-naming systems δ1, δ2, δ3. A
mapping

G :⊆M1 → Λ(δ2 ⇒ δ3)

is (δ1, [δ2 ⇒ δ3])-computable if the mapping

F :⊆M1 ×M2 ⇒ M3

with
graph(F ) := {((x, y), z) : x ∈ dom(G), (y, z) ∈ graph(G(x))}

is ([δ1, δ2], δ3)-computable.

Type conversion will often be used implicitly in proofs: In order to show that a name of a map-
ping can be computed relative to available information, we only need to show how to compute
the mapping pointwise.

We introduce our first concrete naming system: Let the total numbering νN of N be simply
the identity on N. Given a multi-naming system δ of a set M , we can now easily construct a
multi-naming system [δ]ω of Mω by putting

[δ]ω := [νN → δ]TOT.

2.1.4 Decidability and enumerability via multi-naming systems

We introduce the Sierpiński representation ∫ of {0, 1}:

∫(r) =

{
1 if 1 ∈ range(r),
0 otherwise.

Let M be a set with a multi-naming system δ. A representation [δ]en of the set of all subsets of
M whose characteristic functions are (δ, ∫)-continuous is given by

[δ]en(r) = A :⇐⇒ [δ → ∫ ]TOT(r) = χA.

A subset A of M is δ-computably enumerable (c.e.) if it is [δ]en-computable. A is called
δ-decidable if both A and M \ A are δ-c.e.
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2.2 Computing on topological spaces

We will now consider topological spaces with representations.

2.2.1 Spaces with continuous representations are Lindelöf

We note a useful property that a topological space must necessarily fulfill in order to allow a
continuous representation. Recall that a topological space is Lindelöf if every open cover of
the space contains a countable subcover. A space is hereditarily Lindelöf if every topological
subspace is Lindelöf. Also recall that a topological space is second-countable if its topology
has a countable basis.

Lemma 2.5 (Continuously represented spaces are Lindelöf). Let M be a topological space and
let δ be a continuous naming system for M . Then M is hereditarily Lindelöf.

Proof. If δ is a numbering, then M is necessarily countable and hence trivially hereditarily
Lindelöf. So suppose that δ is a representation. It is enough to show that M is Lindelöf; the
hereditarity then follows because if A is a subset of M then δ|A is a continuous representation
of A. As continuous mappings map Lindelöf spaces to Lindelöf spaces (see [Wil70, Theorem
16.6.a]), it is enough to show that dom(f) is Lindelöf. Being a subspace of the second-countable
Baire space, dom(f) is itself second-countable (see [Wil70, Theorem 16.2.b]). Every second-
countable space is Lindelöf (see [Wil70, Theorem 16.9.a]).

2.2.2 Admissibility

A representation of a topological space X can be better adjusted to the space’s topology than
just by being continuous: A representation δ of X is admissible with respect to the topology
of X if δ is continuous and every continuous representation of X is continuously reducible to
δ. This definition of admissibility is Schröder’s [Sch02a, Sch02c] generalization of a definition
by Kreitz and Weihrauch [KW85, Wei00]. It is known (see [Sch02c, Theorem 13]) that a
topological space allows an admissible representation if its topology is T0 and has a countable
pseudobase.3 One of the most important properties of admissible representations is reflected
in the following theorem (see [Sch02c, Theorem 4]). Recall that a mapping f : X1 → X2 of
topological spacesX1, X2 is sequentially continuous if (f(xn))n converges to f(x∞) for every
x∞ ∈ X1 and every sequence (xn)n ∈ Xω

1 that converges to x∞.

3A family β ⊆ 2X is a pseudobase of a topological space X if for every open U ⊆ X , every x∞ ∈ U , and
every sequence (xn)n ∈ Xω that converges to x∞, there is a B ∈ β and an n0 ∈ N such that {x∞} ∪ {xn : n ≥
n0} ⊆ B ⊆ U .
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Theorem 2.6 (Kreitz-Weihrauch-Schröder Representation Theorem). Let X1, X2 be topolo-
gical spaces with admissible representations δ1, δ2. A partial mapping f :⊆ X1 → X2 is
sequentially continuous if, and only if, it is (δ1, δ2)-continuous.

So if δ1, δ2 are admissible representations of topological spaces X1, X2, then [δ1 → δ2] is a
multi-representation of the space C(X1, X2) of all sequentially continuous partial mappings
from X1 to X2.

The notion of admissibility and the Representation Theorem can be generalized from topologi-
cal spaces to weak limit spaces (see [Sch02a]). In the present thesis, however, we will almost
exclusively work with topological spaces that are even second-countable. If X1 and X2 are
second-countable, then sequential continuity of f is equivalent to (topological) continuity of f
(see [Wil70, Corollary 10.5.c]).

Corollary 2.7. Let X1, X2 be second-countable topological spaces with admissible represen-
tations δ1, δ2. A partial mapping f :⊆ X1 → X2 is continuous if, and only if, it is (δ1, δ2)-
continuous.

2.2.3 Computable T0-spaces

The book [Wei00] introduces the notion of a computable topological space. The definition is
modified in [GSW07], where computable T0-spaces are defined. We agree with the authors of
[GSW07] when they say: “For a foundation of Computable Topology, this new definition seems
to be more useful than the former definition”. A computable T0-space is a pair4 (X,ϑ), where
X is a set and ϑ : N→ βϑ is a numbering5 of a base βϑ ⊆ 2X \ {∅} of a T0-topology τϑ on X
such that there is a computably enumerable set B ⊆ N with

(∀ k, ` ∈ N)
(
ϑ(k) ∩ ϑ(`) =

⋃
{ϑ(m) : 〈k, `,m〉∗∗∗ ∈ B}

)
.

Let (X,ϑ) be a computable T0-space. The standard representation ϑstd of X is given by

ϑstd(r) = x :⇐⇒ [ϑ]en(r) = {U ∈ βϑ : x ∈ U}.

The standard representation is admissible. So if (Y, η) is another computable T0-space, [ϑstd →
ηstd] is a multi-representation of the continuous partial mappings from X to Y . Three represen-
tations ϑO<, ϑO>, ϑO of the topology τϑ are given by

ϑO<(r) = U :⇐⇒ U =
⋃
{ϑ(n) : n ∈ [νN]en(r)},

ϑO>(r) = U :⇐⇒ [ϑ]en(r) = {V ∈ βϑ : V \ U 6= ∅},
ϑO〈r, s〉ωω = U :⇐⇒ ϑO<(r) = ϑO>(s) = U.

4In [GSW07], an effective T0-space is a 4-tuple: In addition to X and ϑ, the range βϑ of ϑ and the topology τϑ
generated by it are included explicitly.

5In [GSW07], ϑ is not required to be total; instead it is required that dom(ϑ) is decidable. This, however, does
not make an essential difference.



30 CHAPTER 2. REPRESENTATION-BASED COMPUTABLE ANALYSIS

Let τ cϑ be the set of closed (with respect to the topology τϑ) subsets of X . Representations ϑC>,
ϑC<, ϑC of τ cϑ are given by

ϑC>(r) = A :⇐⇒ ϑO<(r) = X \ A,
ϑC<(r) = A :⇐⇒ ϑO>(r) = X \ A,
ϑC(r) = A :⇐⇒ ϑO(r) = X \ A.

Multi-representations ϑK>, ϑK of the set τκϑ of all compact (with respect to the topology τϑ)
subsets of X are given by

ϑK>(r) 3 K :⇐⇒ [[ϑ]<ω]en(r) =

{
(U1, . . . , U`) ∈ β<ωϑ : K ⊆

⋃̀
i=1

Ui

}

and
ϑK〈r, s〉ωω 3 K :⇐⇒ ϑK>(r) 3 K and ϑC<(s) = K.

These representations are single-valued6 if τϑ is T1.

We quote a number of useful facts from [GSW07, Lemma 3.3]. We will use them without
mention in the following:

Lemma 2.8. Let (X,ϑ) be a computable T0-space.

(1) ϑ ≤ ϑO<.

(2) U 7→ X\U for openU is (ϑO<, ϑC>)-computable. A 7→ X\A for closedA is (ϑC>, ϑO<)-
computable.

(3) “x ∈ U” is [ϑstd, ϑO<]-c.e.

(4) Union and intersection on τϑ are ([ϑO<, ϑO<], ϑO<)-computable.

(5) Countable union on τϑ is ([ϑO<]ω, ϑO<)-computable.

(6) Union and intersection on τ cϑ are ([ϑC>, ϑC>], ϑC>)-computable.

(7) Countable intersection on τ cϑ is ([ϑC>]ω, ϑC>)-computable.

Another useful observation is the following:

6To see that ϑK is not single-valued in general, consider the set {0, 1, 2} with the T0-topology
{∅, {0}, {0, 1}, {0, 1, 2}}. Then the sets {0, 2} and {0, 1, 2} are trivially compact. They also have the same
closure and the same open covers.
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Lemma 2.9 (Effective openness of ϑstd). Let (X,ϑ) be a computable T0-space. The mapping
w 7→ ϑstd(wNω) for w ∈ N<ω is ([νN]<ω, ϑO<)-computable.

Proof. Expanding the definition of ϑstd, we get that any p ∈ Nω is a valid ϑstd-name of some
x ∈ X if, and only if, for every n ∈ N, there is a q ∈ Nω such that

1 ∈ range(q) ⇐⇒ x ∈ ϑ(n)

and the set
{v ∈ N : 〈n, v〉∗∗ ∈ range(p)}

consists of αω-code numbers (cf. equation (2.1)) of infinitely many basic open balls containing
of q. Now suppose that an input

w =: (〈r0, s0〉∗∗, . . . , 〈rn−1, sn−1〉∗∗)

is given. First decide whether

ri = rj =⇒ αω(si) ∩ αω(sj) 6= ∅.

If this conditions fails, w can syntactically not be prefix of a valid ϑstd-name; so put out a ϑO<-
name of ∅. Otherwise, for any x ∈ X , w can be extended to a valid ϑstd-name of x if, and only
if,

x ∈
⋂
{ϑ(ri) : 0 ≤ i ≤ n− 1, (∀ q ∈ αω(si))(1 ∈ range(q))}.

So this set is equal to ϑstd(wNω). We can clearly ϑO<-compute and put out this set.

We will need the following fact, which we have not found in the literature:

Lemma 2.10 (Closed subsets of compact sets). Let (X,ϑ) be a computable T0-space. Then
(A,K) 7→ A for A ∈ τ cϑ and K ∈ τκϑ with A ⊆ K is ([ϑC, ϑK>], ϑK)-computable.

Proof. It remains to compute the ϑK>-information on A. It is sufficient to demonstrate how to
semidecide (relative to the input information)

A ⊆ U1 ∪ · · · ∪ Un (2.2)

for U1, . . . , Un ∈ βϑ given in ϑ-encoding. Via the ϑC>-portion of the ϑC-name of A, we are
provided with a sequence (Vi)i ∈ βωϑ that exhausts X \ A. As A ⊆ K and K is compact, we
have that (2.2) is equivalent to

(∃ ` ∈ N)(K ⊆ U1 ∪ · · · ∪ Un ∪ V0 ∪ · · · ∪ V`).

For each `, the condition
K ⊆ U1 ∪ · · · ∪ Un ∪ V0 ∪ · · · ∪ V`

can be semidecided from the given ϑK>-information on K. It remains to run the corresponding
procedure simultaneously for all `.



32 CHAPTER 2. REPRESENTATION-BASED COMPUTABLE ANALYSIS

Lemma 2.11 (Preimages of open sets and images of compact sets). Let (X,ϑ), (Y, η) be com-
putable T0-spaces.

(1) The multi-mapping

preimg : C(X, Y )× τη ⇒ τϑ

with

preimg(f, U) 3 V :⇐⇒ f−1(U) = V ∩ dom(f)

is ([[ϑstd → ηstd], ηO<], ϑO<)-computable.

(2) The mapping (f,K) 7→ f(K) for compact K and total functions f ∈ C(X, Y ) is
([[ϑstd → ηstd], ϑK], ηK)-computable.

Proof. For item (1), see [GWX08, Lemma 4.3, Theorem 4.6]. Item (2) is a generalization
of [Wei03, Theorem 3.3]. We give a proof as we have not found it in the literature in this
explicit form: It follows directly from [GWX08, Lemma 4.4] and the definition of ϑK that
(f,K) 7→ f(K) is ([[ϑstd → ηstd], ϑK], ηC<)-computable. So it remains to demonstrate how to
semidecide (relative to the input information)

f(K) ⊆ U1 ∪ · · · ∪ Un (2.3)

for any U1, . . . , Un ∈ βη given in η-encoding. Condition (2.3) is equivalent to

K ⊆ f−1(U1 ∪ · · · ∪ Un). (2.4)

By item (1) of this lemma we can compute a sequence (Vi)i ∈ βωϑ with

f−1(U1 ∪ · · · ∪ Un) =
⋃
i∈N

Vi.

By the compactness of K, condition (2.4) is equivalent to

(∃ ` ∈ N) (K ⊆ V0 ∪ · · · ∪ V`).

For each ` the condition

K ⊆ V0 ∪ · · · ∪ V`

can be semidecided from the given ϑK-information on K. It remains to run the corresponding
procedure simultaneously for all `.
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2.2.4 Representations of R

Let νQ be some canonical total numbering of Q.

We introduce the fundamental representation ρR of R, which is admissible with respect to the
standard metric topology on R. To this end, call a sequence (xi)i of elements of a metric space
(M,d) converging rapidly to some x ∈M if

lim
i→∞

xi = x and (∀ i, j ∈ N) (i ≤ j =⇒ d(xi, xj) ≤ 2−i).

We define
ρR(r) = x :⇐⇒ [νQ]ω(r) converges rapidly to x.

A real number x is called computable if it is ρR-computable.

Put R := R ∪ {∞}, R := R ∪ {−∞}. A representation ρR< of R is given by

ρR<(r) = x :⇐⇒ x = sup(range([νQ]ω(r))).

A representation ρR> of R is given by

ρR>(r) = x :⇐⇒ x = inf(range([νQ]ω(r))).

Put ρR< := ρR<|R, and ρR> := ρR>|
R. A real number is called lower semicomputable or

upper semicomputable if it is ρR<-computable or ρR>-computable, respectively.

The representation ρR is stronger than both ρR< and ρR>. On the other hand, a ρR-name of a
real number can be computed if both a ρR<- and ρR>-name of that number are available. The
set

{(x, y) ∈ R× R : x < y}
is [ρR>, ρR<]-c.e. The set

{(x, y) ∈ R× R : x > y}
is [ρR<, ρR>]-c.e. So both sets are [ρR, ρR]-c.e. These facts will be used implicitly in many
proofs.

2.3 Computing on metric and regular spaces

2.3.1 Computable metric spaces

A computable metric space is a triple (X, d, α) such that (X, d) is a metric space, α : N→ Rα

is a numbering of a dense subsetRα ofX , and d|Rα×Rα is ([α, α], ρR)-computable. The Cauchy
representation αCauchy of X is then given by

αCauchy(r) = x :⇐⇒ [α]ω(r) converges rapidly to x.
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It is easy to see that d is ([αCauchy, αCauchy], ρR)-computable.

If (X, d) is a metric space, put

B(x, s) := {y ∈ X : d(x, y) < s}, x ∈ X, s ∈ (0;∞),

and
B(x, s) := {y ∈ X : d(x, y) ≤ s}, x ∈ X, s ∈ [0;∞).

Let (X, d, α) be a computable metric space. We may define (in a canonical way) a total num-
bering ϑα of the set

{B(x, s) : x ∈ Rα, s ∈ Q ∩ (0;∞)}.
The only things we need to know on ϑα are:

(1) There is an [α, νQ]ω-computable sequence (xn, rn)n such that ϑα(n) = B(xn, rn) for
every n ∈ N.

(2) The mapping (a, s) 7→ B(a, s) for a ∈ Rα and q ∈ Q, q > 0, is ([α, νQ], ϑα)-computable.

It is easy to prove the following:

Lemma 2.12 (Metric spaces as topological spaces). If (X, d, α) is a computable metric space,
then (X,ϑα) is a computable T0-space and αCauchy ≡ ϑαstd.

Note that (R, d|·|, νQ) is a computable metric space, and that

ϑ
νQ
std ≡ (νQ)Cauchy = ρR.

In the following, we will use this fact without further mention.

We make two observations on computable topology on metric spaces:

Lemma 2.13. Let (X, d, α) be a computable metric space.

(1) The map (x, s) 7→ B(x, s) for x ∈ X and s ∈ [0;∞) is ([αCauchy, ρR], ϑαC>)-computable.

(2) ϑαK ≤ ϑαC .

Proof. For item (1), we need to demonstrate how to ϑO<-compute the set X \ B(x, s) from
(names of) x and s. By type conversion, we can [ϑstd → ρR]-compute the function d(x, ·). We
can also ϑνQ

O<-compute the set (s;∞). Now note that

X \B(x, s) = d(x, ·)−1((s;∞))

and apply Lemma 2.11.1.

Item (2) follows from results in [BP03] (Proposition 4.2.2, Theorem 4.8.2, and Corollary 3.12.1)
if one notes that their representations δ<|K u δcover and δ< u δunion correspond to our represen-
tations ϑαK and ϑαC , respectively.
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Lemma 2.14 (Maximization and minimization). (1) Both the maps K 7→ maxK and K 7→
minK for compact subsets K of R are (ϑ

νQ
K , ρR)-computable.

(2) Let (X,ϑ) be a computable T0-space. The maps (f,K) 7→ max f(K) and (f,K) 7→
min f(K) for compact K and continuous f : X → R are ([[ϑstd → ρR], ϑK], ρR)-
computable.

Proof. Our representations ϑνQ
K and ρR are equivalent to the representations κ and ρ, respec-

tively, used in [Wei00] (cf. [BP03, Theorem 4.8.2, Proposition 4.2] and [Wei00, Lemma 4.1.6],
respectively). Item (1) is hence equivalent to [Wei00, Lemma 5.2.6.3]. Item (2) now follows by
combining item (1) with Lemma 2.11.2

Let (X, d, α), (Y, d′, α′) be computable metric spaces. A mapping f : X → Y is uniformly
continuous if, and only if, there exists a mapping m : N→ N such that

(∀n ∈ N)(∀x, y ∈ X) (d(x, y) < 2−m(n) =⇒ d′(f(x), f(y)) < 2−n).

Such an m is called a modulus of uniform continuity of f . A representation [αCauchy →
α′Cauchy]uni of the space C(X, Y )uni of all uniformly continuous partial mappings from X to Y
is given by

[αCauchy → α′Cauchy]uni〈p, q〉ωω 3 f :⇐⇒

 [αCauchy → α′Cauchy](p) 3 f ,
[νN → νN]TOT(q) is a modulus of
uniform continuity of f

(cf. [Wei00, Definition 6.2.6.2]).

2.3.2 Computably regular spaces and metrization

Let (X,ϑ) be a computable T0-space. Define

reg :⊆ βϑ ⇒ (βϑ × τ cϑ)ω

by
reg(U) 3 (Vn, An)n :⇐⇒

⋃
n∈N

Vn = U and (∀n ∈ N) (Vn ⊆ An ⊆ U).

The topology τϑ is regular in the classical sense7 if, and only if, reg is total. If reg is in addition
(ϑ, [ϑ, ϑC>]ω)-computable, then (X,ϑ) is called computably regular. This definition is due to
[Sch98, GSW07].

Computable metric spaces are computably regular in the following sense:
7For every x ∈ X and every A ∈ τ c

ϑ with x 6∈ A there are U, V ∈ τϑ with x ∈ U , A ⊆ V , and U ∩ V = ∅.
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Lemma 2.15. (Regularity of metric spaces) Let (X, d, α) be a computable metric space. Then
the computable T0-space (X,ϑα) is computably regular.

Proof. Given an ϑα-name of some U ∈ βϑα , we need to compute a [ϑα, ϑαC>]ω-name of an
element (Vn, An)n of reg(U). First, [α, νQ]-compute (a, s) such that U = B(a, s). Now choose

Vn := B(a, (1− 2−(n+1))s), An := B(a, (1− 2−(n+1))s), n ∈ N,

and note that (Vn, An)n ∈ reg(U). We can [ϑα, ϑαC>]ω-compute (Vn, An)n in view of Lemma
2.13.1.

The next result (see [GSW07, Theorem 6.12]) is about the converse direction:

Theorem 2.16 (Metrization). Let (X,ϑ) be a computably regular computable T0-space. There
exists a computable metric space (X̃, d, α) and an injective mapping emb : X → X̃ which is
(ϑstd, αCauchy)-computable and the partial inverse emb−1 :⊆ X̃ → X of which is (αCauchy, ϑstd)-
computable.

2.4 Computing on Banach spaces

In the following, let F be an element of {R,C}. Put

Q :=

{
Q if F = R,
Q[i] if F = C.

Here, Q[i] is the field of complex rationals. The total numbering νQ[i] of Q[i] is given by

νQ[i]〈r, s〉∗∗ := νQ(r) + i · νQ(s).

If (X, ‖ · ‖) is a normed space over F, F is a subfield of F, and V is a subset of X , denote by
spanF (V ) the set of all finite linear combinations of element of V with coefficients in F . For
any points x0, x1 . . . ∈ X , put

[x1, . . . , xn] := spanF{x1, . . . , xn},

and
[x0, x1, . . .] := cls(spanF{x0, x1, . . .}).

For every normed space (X, ‖ · ‖), define

BX := {x ∈ X : ‖x‖ ≤ 1}.
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2.4.1 Computable normed and Banach spaces

Let (X, ‖ · ‖) be a normed space over F and let e : N → Re be a numbering of a set Re ⊆ X
with

cls(spanF(Re)) = X.

An ewith this property is also called a complete sequence inX . A numbering αe of spanQ(Re)
can be defined in a canonical way; the only properties that this numbering ought to have are the
following:

(1) There exists a [[νQ]<ω]ω-computable sequence (qn,1, . . . , qn,σ(n))n such that

αe(n) =

σ(n)∑
i=1

qn,ie(i− 1)

for every n ∈ N.

(2) The mapping

(q1, . . . , qn) 7→
n∑
i=1

qie(i− 1)

for (q1, . . . , qn) ∈ Q<ω is ([νQ]<ω, αe)-computable.

The tuple (X, ‖ · ‖, e) is a computable normed space (over F) if the restriction of ‖ · ‖ to
Re is (αe, ρR)-computable. If moreover (X, ‖ · ‖) is complete, then (X, ‖ · ‖, e) is called a
computable Banach space.

It is easy to see the following:

Lemma 2.17 (Normed spaces as metric spaces). If (X, ‖ · ‖, e) is a computable normed space,
then (X, d‖·‖, α

e) is a computable metric space.

For abbreviation we will write θe := ϑα
e .

Fix an n ∈ N, n ≥ 1. Let uF,n be a canonical numbering of the standard unit vectors in Fn. It
is not hard to see that (Fn, ‖ · ‖, uF,n) – with ‖ · ‖ being the sup-norm – is a computable Banach
space. For abbreviation we will write

ρFn := αu
F,n

Cauchy

and8

θFn := θu
F,n
.

It is easy to prove the following:
8Formally, the representation ρR defined above is not the same as the representation ρR1 defined here. This,

however, is not really an inconsistency because the two representations are equivalent.
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Lemma 2.18. Let (X, ‖ · ‖, e) be a computable normed space over F.

(1) (x, y) 7→ x+ y for x, y ∈ X is ([αeCauchy, α
e
Cauchy], α

e
Cauchy)-computable.

(2) (s, x) 7→ s · x for s ∈ F and x ∈ X is ([ρF, α
e
Cauchy], α

e
Cauchy)-computable.

(3) x 7→ ‖x‖ for x ∈ X is (αeCauchy, ρR)-computable.

Lemma 2.13.1 can be strengthened for normed spaces:

Lemma 2.19 (Closed balls in normed spaces). Let (X, ‖ · ‖, e) be a computable normed space.
The map (x, s) 7→ B(x, s) for x ∈ X and s ∈ [0;∞) is ([αeCauchy, ρR], θeC)-computable.

Proof. Given (names of) x and s we can use type conversion to [αeCauchy → ρR]-compute the
distance function

y 7→ max(0, s− ‖x− y‖)

of B(x, s). A θeC-name of B(x, s) can then be computed by [BP03, Corollary 3.12.1].

2.4.2 Effective independence

For every linear space X over F, define

INDX := {(x1, . . . , xn) ∈ X<ω : n ≥ 1, x1, . . . , xn linearly independent}.

If (x1, . . . , xn) ∈ INDX , there is a unique vector (f1, . . . , fn) of coordinate functionals: The
domain of each fi :⊆ X → F is [x1, . . . , xn], and the fi are uniquely defined by the condition

(∀x ∈ [x1, . . . , xn])

(
x =

n∑
i=1

fi(x)xi

)
.

Lemma 2.20 (Coordinates and unit balls in finite dimensional subspaces). Let (X, ‖ · ‖, e) be a
computable normed space over F.

(1) The mapping
(x1, . . . , xn) 7→ (f1, . . . , fn)

that maps (x1, . . . , xn) ∈ INDX to the corresponding vector (f1, . . . , fn) of coordinate
functionals is ([αeCauchy]

<ω, [αeCauchy → ρF]<ω)-computable.
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(2) The mapping
(x1, . . . , xn) 7→ B[x1,...,xn]

for (x1, . . . , xn) ∈ INDX is ([αeCauchy]
<ω, θeK)-computable.9

Proof. Given αeCauchy-names of linearly independent x1, . . . , xn. By type conversion, we can
[ρFn → αeCauchy]-compute the mappings

(α1, . . . , αn) 7→ xi +
∑

1≤j≤n
j 6=i

αjxj

for i = 1, . . . , n. It is furthermore easy to see that we can θFn
K -compute the set

{(α1, . . . , αn) ∈ Fn : (∀ 1 ≤ i ≤ n) (|αi| ≤ 1)}.

By Lemma 2.11.2, we can then θeK-compute the sets

Ci :=
{
xi +

∑
1≤j≤n
j 6=i

αjxj : αj ∈ F, |αj| ≤ 1
}
, i = 1, . . . , n.

By Lemma 2.14.2, we can ρR-compute the minimum value M that ‖ · ‖ obtains on the sets
C1, . . . , Cn. The linear independence of x1, . . . , xn yields M > 0.

Let x ∈ [x1, . . . , xn] \ {0} be arbitrary, say

x =
n∑
i=1

αixi.

Let ` ∈ {1, . . . , n} be such that
|α`| = max

1≤i≤n
|αi|.

Then
n∑
i=1

αi
α`
xi ∈ C`,

which implies

M ≤

∥∥∥∥∥
n∑
i=1

αi
α`
xi

∥∥∥∥∥ .
For any 1 ≤ j ≤ n we have

|fj(x)| =

∣∣∣∣∣fj
(

n∑
i=1

αixi

)∣∣∣∣∣ = |αj| ≤ |α`| ≤ |α`|M−1

∥∥∥∥∥
n∑
i=1

αi
α`
xi

∥∥∥∥∥ = M−1

∥∥∥∥∥
n∑
i=1

αixi

∥∥∥∥∥
= M−1‖x‖.

9Here and in the following, we consider balls of the formB[x1,...,xn] as subsets ofX rather than of [x1, . . . , xn].
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As x was arbitrary, we have ‖fj‖ ≤ 1/M for the operator norm ‖fj‖ of fj .

It is sufficient to demonstrate how to compute fj on any given x ∈ [x1, . . . , xn] up to precision
2−k for any given k ∈ N. This can be done by using exhaustive search to find α1, . . . , αn ∈ Q
such that ∥∥∥∥∥x−

n∑
i=1

αixi

∥∥∥∥∥ < M2−k.

Then

‖fj(x)− αj‖ =

∥∥∥∥∥fj
(
x−

n∑
i=1

αixi

)∥∥∥∥∥ < 2−k.

We have proved item (1).

In order to see item (2), note that B[x1,...,xn] = BX ∩K, where

K :=
{ n∑
i=1

αixi : αi ∈ F, |αi| ≤ 1/M
}
.

By similar arguments as for the Ci above, we can θeK-compute K. In view of Lemma 2.10, it
is sufficient to show how to θeC-compute BX ∩ K. BX is θeC-computable by Lemma 2.19. As
we have a θeK-name of K, we can also compute a θeC-name of K by Lemma 2.13.2. Lemma 2.8
then yields that we can compute a θeC>-name of BX ∩K. It remains to compute a θeC<-name of
BX ∩K. It is sufficient to demonstrate how to semidecide

B(a, s) ∩BX ∩K 6= ∅ (2.5)

for any given a ∈ Rαe and s ∈ Q ∩ (0;∞). Condition (2.5) is equivalent to the existence of
rationals q1, . . . , qn ∈ Qn with

(∀ 1 ≤ i ≤ n) (|qi| < 1/M),

∥∥∥∥∥
n∑
i=1

qixi

∥∥∥∥∥ < 1, and

∥∥∥∥∥
n∑
i=1

qixi − a

∥∥∥∥∥ < s.

Such q1, . . . , qn can be searched for effectively.

Lemma 2.21 (Independence is semidecidable). Let (X, ‖ · ‖, e) be a computable normed space
over F. INDX is [αeCauchy]

<ω-c.e.

Proof. Given a vector (x1, . . . , xn) ∈ X<ω, we need to semidecide whether the vector is in
INDX . If n = 0, the vector is not in INDX . If n = 1, we simply semidecide ‖x1‖ > 0. If n > 1
the procedure can be reduced to the procedure for n−1: First semidecide whether x1, . . . , xn−1

are linearly independent and ‖xn‖ > 0. In case this is detected, use Lemma 2.20.2 to θeK-
compute B[x1,...,xn−1]. We can now compute the distance between xn/‖xn‖ and B[x1,...,xn−1] by
means of Lemma 2.14.2 (in connection with type-conversion). It remains to semidecide whether
this distance is positive.
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We prove a uniform version of the Effective Independence Lemma from [PER89]:

Proposition 2.22 (Effective Independence Lemma). Let (X, ‖ · ‖, e) be a computable Banach
space over F. Define the partial multi-mapping EIL :⊆ Xω ⇒ Nω by the condition that
EIL((xn)n) 3 (nm)m if, and only if,

dim([x0, x1, . . .]) =∞ (2.6)

and xn0 , xn1 , . . . are linearly independent with

[xn0 , xn1 , . . .] = [x0, x1, . . .]. (2.7)

EIL is ([αeCauchy]
ω, [νN]ω]-computable.

Proof. Let an input sequence (xn)n fulfilling (2.6) be given. By semideciding the conditions
‖xn‖ > 0 in parallel for all n, we can compute a sequence (ñm)m such that

{xn : n ∈ N} \ {0} = {xñm : m ∈ N}.

So we can assume w.l.o.g. that xn 6= 0 for all n.

A sequence (nm)m ∈ EIL((xn)n) can be computed recursively: Start with n0 = 0. Now
suppose that n0, . . . , nk have already been computed; we demonstrate how to compute nk+1:
By Lemma 2.20.2, we can θeK-compute B[xn0 ,...,xnk ], and so we can apply Lemma 2.14 to [ρR]ω-

compute the sequence (d
(k)
m )m, where d(k)

m is the distance between xm/‖xm‖ and B[xn0 ,...,xnk ].

For all m, j ∈ N, we can semidecide both d(k)
m > 2−(k+j+1) and d(k)

m < 2−(k+j). We can hence
compute a binary double sequence (t

(k)
m,j)m,j such that

d(k)
m ≤ 2−(k+j+1) =⇒ t

(k)
m,j = 0

and
d(k)
m ≥ 2−(k+j) =⇒ t

(k)
m,j = 1

for all m, j ∈ N. We finally search the triangular scheme

t
(k)
0,0,

t
(k)
0,1, t

(k)
1,1

t
(k)
0,2, t

(k)
1,2, t

(k)
2,2

t
(k)
0,3, t

(k)
1,3, t

(k)
2,3, t

(k)
3,3

...

(2.8)

row by row and from left to right for the first occurrence of 1. There must be an occurrence of
1 in the scheme, because else one would have

(∀m ∈ N) (d(k)
m = 0),
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which would imply
(∀m ∈ N) (xm ∈ [xn0 , . . . , xnk ]),

in contradiction to (2.6). If the first 1 occurs at index, say, (m0, j0), put nk+1 := m0.

We prove the correctness of the construction: First note that for each k, the index nk+1 is
constructed such that the distance between xnk+1

/‖xnk+1
‖ and B[xn0 ,...,xnk ] is positive. This

ensures that the sequence xn0 , xn1 , . . . is linearly independent. Now assume that (2.7) fails.
Then there is an N ∈ N such that

xN 6∈ [xn0 , xn1 , . . .]. (2.9)

Let d > 0 be the distance between xN/‖xN‖ and B[xn0 ,xn1 ,...]
. Let k be so large that

{0, . . . , N − 1} ∩ {n0, n1, . . .} = {0, . . . , N − 1} ∩ {n0, n1, . . . , nk} (2.10)

and d ≥ 2−k. Consider the construction of nk+1. As

d
(k)
N ≥ d ≥ 2−k ≥ 2−(k+N),

we have t(k)
N,N = 1. Let (m0, j0) be the first index in (2.8) with tm0,j0 = 1. If (m0, j0) 6= (N,N),

then necessarily nk+1 = m0 ≤ N − 1, in contradiction to (2.10). So necessarily (m0, j0) =
(N,N), and hence nk+1 = N , in contradiction to (2.9).

2.4.3 Representations of the space of bounded linear operators

IfX and Y are normed spaces over F, letB(X, Y ) denote the linear space of all continuous (we
will also often say bounded) linear mappings from X to Y . B(X, Y ) shall be equipped with
the usual operator norm:

‖F‖ := sup
x∈BX

‖F (x)‖, F ∈ B(X, Y ).

B(X, Y ) is a Banach space if Y is a Banach space (see [Meg98, Theorem 1.4.8]). Put B(X) :=
B(X,X) and X∗ := B(X,F). X∗ is called the (topological) dual space of X .

Fix two computable normed spaces (X, ‖ · ‖, e) and (Y, ‖ · ‖, h). Of course,

δe,hev := [αeCauchy → αhCauchy]|B(X,Y )

is a representation of B(X, Y ). Another representation δe,hseq of B(X, Y ) is given by

δe,hseq 〈r, s〉ωω = F :⇐⇒ [αeCauchy]
ω(r) =: (xi)i, [αhCauchy]

ω(s) = (F (xi))i, [x0, x1, . . .] = X.

By adding information on the operator norm of the mapping, we obtain the representations δe,h
seq,≥

with
δe,h

seq,≥〈r, s〉ω,∗ = F :⇐⇒ δe,hseq (r) = F and νN(s) ≥ ‖F‖.

The following result is from [Bra03a, Theorem 4.3.2]:
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Lemma 2.23. Let (X, ‖ · ‖, e) and (Y, ‖ · ‖, h) be computable normed spaces. Then δe,hev ≡
δe,h

seq,≥.

If (Y, ‖ · ‖, h) = (F, | · |, uF,1), we write for abbreviation δedual := δe,hev . Adding information on
the operator norm yields the representation δedual,= with

δedual,=〈r, s〉ω,ω = f :⇐⇒ δedual(r) = f and ρR(s) = ‖f‖.

See [Bra03a] for a detailed comparison of various representations of the space of linear bounded
operators.

2.4.4 Computable Hilbert spaces

A computable Hilbert space is a computable Banach space whose underlying Banach space is
a Hilbert space.

The article [BY06] is a source for many results on computable Hilbert spaces. It is proved, for
example, that there is, up to bi-computable isometric isomorphism, only one infinite-dimensional
computable Hilbert space over F, namely (`2, ‖ · ‖, e), where e is the standard basis of `2. In
our further considerations, we will hence restrict ourselves to this canonical computable Hilbert
space.

Recall that the adjoint T ∗ ∈ B(Y,X) of a mapping T ∈ B(X, Y ), for X, Y being Hilbert
spaces, is defined by

(∀x ∈ X)(∀ y ∈ Y ) (〈Tx | y〉 = 〈x | T ∗y〉).

The mapping T 7→ T ∗ for T ∈ B(`2) is not (δe,eev , δ
e,e
ev )-computable (see [BY06, Example 6.5]).

This suggests to introduce the following representation of B(`2), that is stronger than δe,eev :

∆〈r, s〉ωω = T :⇐⇒ δe,eev (r) = T and δe,eev (s) = T ∗.

2.5 Computing on locally finite Borel measures

2.5.1 The standard representations

We assume that the reader is familiar with the basic notions of probability and measure theory
(see e.g. [VTC87, Kal02]).

If X is a topological space, denote by B(X) the Borel σ-algebra on X . A measure ν on B(X)
is called locally finite if every x ∈ X has an open neighbourhood U with ν(U) <∞.
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Lemma 2.24. A locally finite measure ν on the Borel sets B(X) of a topological Lindelöf space
X is uniquely defined by its restriction to open subsets.

Proof. Let ν1 and ν2 be locally finite Borel measures onX that coincide on all open subsets. By
the local finiteness of ν1, ν2 and the Lindelöf property of X , there exists an ascending sequence
(On)n of open sets with

⋃
nOn = X and ν1(On) = ν2(On) <∞ for every n. Fix some n for a

moment. Consider the trace σ-algebra

On ∩ B(X) := {On ∩B : B ∈ B(X)}.

On ∩ B(X) is generated by

Bn := {U ∈ 2X : U open, U ⊆ On}.

(This can be seen by noting that

{B ∈ 2X : On ∩B ∈ σ(Bn)}

is a σ-algebra that contains all open sets and hence contains B(X).) Bn is closed under finite
intersections, and ν1|Bn = ν2|Bn . We hence have from [Kal02, Lemma 17.1] that

ν1|On∩B(X) = ν2|On∩B(X).

Now let B ∈ B(X) be arbitrary. We have

ν1(On ∩B) = ν2(On ∩B)

for every n. Letting n → ∞ and using continuity from below (see [Kal02, Lemma 1.14.1])
yields ν1(B) = ν2(B).

Let (X,ϑ) be a computable T0-space, and denote byM(X) the classM(X) of locally finite
Borel measures on X . It is easy to see that ν|O(X) is (ϑO<, ρR<)-continuous for every ν ∈
M(X). This observation and the preceding lemma justify the following definition: ϑM< with

ϑM<(r) = ν :⇐⇒ [ϑO< → ρR<]TOT(r) = ν|O(X)

is a representation ofM(X).

Schröder [Sch07] studied a canonical representation of probability measures on admissibly rep-
resented topological spaces. The special case of his representation for computable topological
spaces is equivalent to the restriction of our representation to probability measures. For proba-
bility measures on the unit interval, an equivalent representation was already studied in [Wei99].
We would also like to mention the work of Gács [Gác05] who defined a representation for prob-
ability measures on separable metric spaces, which is consistent with the definition that we use
(see [Sch07]).
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In [Wei99], we also find a representation of finite measures on [0; 1] that are not necessarily
probability; that representation amends the one just described by information on the number
ν(X). We proceed accordingly: Let (X,ϑ) be a computable T0-space. Then ϑM0< with

ϑM0<〈r, s〉ωω = ν :⇐⇒ ϑM<(r) = ν and ρR>(s) = ν(X)

is a representation of the classM0(X) of finite Borel measures on X .

The next lemma follows directly from the definitions of the involved representations and Lemma
2.11.1:

Lemma 2.25 (Image measures). Let (X,ϑ) and (Y, η) be computable T0-spaces. The map
(ν, f) 7→ ν ◦ f−1 for ν ∈ M0(X) and total functions f ∈ C(X, Y ) is ([ϑM0<, [ϑstd →
ηstd]], ηM0<)-computable.

2.5.2 The strong representation

We will work with a stronger representation to prove theorems on computable integration. In
order to define this representation, let us first fix a canonical numbering νA of the set A of all
finite algebraic expressions involving variable symbols u0, u1, . . ., the one-ary function symbol
cmpl, and the two-ary function symbol union. If w ∈ A and (An)n is a sequence of subsets of
some set X , then let eval(w,X, (An)n) be the subset of X that is obtained from w by assigning
the value An to the variable un for all n and interpreting cmpl as set complementation in X and
union as set union.

Now let (X,ϑ) be a computable T0-space. Define the representation ϑM0 ofM0(X) by

ϑM0〈r, s〉ωω = ν :⇐⇒


[ϑO<]ω(r) =: (Un)n,

(∀n ∈ N)
(
ϑ(n) =

⋃
i∈N

U〈n,i〉∗∗
)
,

(∀w ∈ A)
(
[νA → ρR](s)(w) = ν(eval(w,X, (Un)n))

)
.

(2.11)
So a ϑM0-name of a measure ν encodes an alternative base of τϑ, information on its connection
to the original base βϑ, and the ν-contents of algebraic expressions of the alternative base’s
elements.

It is easy to see that ϑM0 is stronger than ϑM0<:

Lemma 2.26. Let (X,ϑ) be a computable T0-space. Then ϑM0 ≤ ϑM0<.

We will see later that ϑM0 and ϑM0< are equivalent for an important class of spaces. In general,
however, ϑM0 is properly stronger:
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Example 2.27. Suppose X = {0, 1} and

ϑ(n) =

{
{0} if n = 0,
{0, 1} otherwise.

Then (X,ϑ) is a computable T0-space. For every s ∈ [0; 1], let νs be the unique Borel proba-
bility measure on X with ν({0}) = s. It is easy to see that s 7→ νs is (ρR<, ϑM0<)-computable
and that νs 7→ s is (ϑM0 , ρR)-computable. ρR< 6≤t ρR thus implies ϑM0< 6≤t ϑM0 .

2.5.3 Computable measures on computably regular spaces

The proof of the next proposition builds on the fact that for any finite Borel measure ν on a
metric space, one can exhaust every open ball by balls whose boundaries’ ν-content is zero.10

Proposition 2.28 (Strong computability of measures on metric spaces). Let (X, d, α) be a com-
putable metric space. Then ϑαM0<

≡ ϑαM0
.

Proof. In view of Lemma 2.26, it remains to prove ϑαM0<
≤ ϑαM0

. Let a ϑαM0<
-name of a

measure ν be given. Put

D := {(a, r, s) ∈ Rα ×Q×Q : 0 < r ≤ s},
D′ := {(a, r, s) ∈ Rα ×Q×Q : 0 < r < s}

and
R(a, r, s) := B(a, s) \B(a, r)

for every (a, r, s) ∈ D. In view of Lemma 2.13.1, we can ϑαO<-compute

X \R(a, r, s) = (X \B(a, s)) ∪B(a, r)

for any given (a, r, s) ∈ D; we can then ρ>-compute the value

ν(R(a, r, s)) = ν(X)− ν(X \R(a, r, s)).

This yields that given (a, r, s) ∈ D′ and k ∈ N, we can [νQ, νQ]-enumerate the set

S(a, r, s, k) := {(r′, s′) ∈ Q×Q : r ≤ r′ < s′ ≤ s,

s′ − r′ < 2−k,

ν(R(a, r′, s′)) < 2−k}.
10This fact also plays are role, for example, in the proof of the classical Portmanteau Theorem from the theory

of weak convergence of probability measures (see [Kal02]). In computable analysis, the idea appeared in [Wei99,
proof of Theorem 3.6].
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Let us show that this set is nonempty: Suppose otherwise. Let M ∈ N be such that M2−k >
ν(X). Choose arbitrary r1, . . . , rM , s1, . . . , sM ∈ Q such that

r < r1 < s1 < · · · < rM < sM < s and (∀ 1 ≤ i ≤M) (si − ri < 2−k).

S(a, r, s, k) = ∅ implies

(∀ 1 ≤ i ≤M) (ν(R(a, ri, si)) ≥ 2−k).

As the R(a, ri, si) are pairwise disjoint, we have

ν
( M⋃
i=1

R(a, ri, si)
)

=
M∑
i=1

ν(R(a, ri, si)) ≥M2−k > ν(X).

Contradiction!

Given (a, r, s) ∈ D′ and repeatedly using exhaustive search, we are able to compute two se-
quences (ri)i, (si)i ∈ Qω such that

(r0, s0) ∈ S(a, r, s, 0) and (∀ i ∈ N) ((ri+1, si+1) ∈ S(a, ri, si, i+ 1)).

(ri)i and (si)i converge rapidly to the same limit, say, t. One has

ν(R(a, t, t)) = ν
(⋂
i∈N

R(a, ri, si)
)

= lim
i→∞

ν(R(a, ri, si)) ≤ lim
i→∞

2−i = 0.

So far we have shown: The total multifunction φ : D′ ⇒ R with

φ(a, r, s) 3 t ⇐⇒ r ≤ t ≤ s and ν(R(a, t, t)) = 0

is well-defined and ([α, νQ, νQ]|D′ , ρR)-computable.

Let (an, sn)n ∈ Rα×Q be an [α, νQ]ω-computable sequence with ϑα(n) = B(an, sn) for every
n ∈ N. We can compute a function t : N× N→ R such that

(∀n, i ∈ N) (t(n, i) ∈ φ(an, sn(1− 2−(i+1)), sn(1− 2−(i+2)))).

We hence have

(∀n, i ∈ N) (0 ≤ t(n, i) ≤ sn) and (∀n ∈ N)
(

lim
i→∞

t(n, i) = sn
)

(2.12)

and
(∀n, i ∈ N) (ν(R(an, t(n, i), t(n, i))) = 0). (2.13)

We [ϑαO<]ω-compute the sequences (Un)n and (Ũn)n with

U〈n,i〉∗∗ := B(an, t(n, i)) and Ũ〈n,i〉∗∗ := X \B(an, t(n, i))
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for all n, i ∈ N. Recall that our task is to compute a ϑαM0
-name of ν and that the first component

of such a name is an [ϑαO<]ω-name of an alternative base of the topology of X . We take (Un)n
to be this base. In fact, it then follows from (2.12) that

(∀n ∈ N)
(
ϑα(n) =

⋃
i∈N

U〈n,i〉∗∗
)
,

so the first requirement on (Un)n from (2.11) is fulfilled.

It remains to demonstrate how to compute the second component of the ϑαM0
-name of ν. To this

end, it is sufficient (by type conversion) to demonstrate how to ρR-compute the ν-contents of
algebraic expressions of elements of (Un)n. Put

E := {(A, V, Ṽ ) ∈ B(X)× τϑα × τϑα : V ⊆ A, Ṽ ⊆ X \ A, ν(V ) + ν(Ṽ ) = ν(X)}.

If (A, V, Ṽ ) ∈ E, we can ρR-compute ν(A) from ϑαO<-names of V and Ṽ , because ν(A) =

ν(V ) (which yields the ρR<-information) and ν(A) = ν(X) − ν(Ṽ ) (which yields the ρR>-
information). It is hence sufficient to demonstrate how to ϑαO<-compute sets Vw, Ṽw with

(eval(w,X, (Un)n), Vw, Ṽw) ∈ E

for given w ∈ A. This can be done recursively: If w = uk for some k ∈ N, equation (2.13)
yields

(eval(w,X, (Un)n), Uk, Ũk) ∈ E.

If w has the form cmpl(w′), first compute V , Ṽ with

(eval(w′, X, (Un)n), V, Ṽ ) ∈ E;

then
(eval(w,X, (Un)n), Ṽ , V ) ∈ E.

If w has the form union(w′, w′′), first compute V ′, Ṽ ′, V ′′, Ṽ ′′ with

(eval(w′, X, (Un)n), V ′, Ṽ ′) ∈ E and (eval(w′′, X, (Un)n), V ′′, Ṽ ′′) ∈ E;

then
(eval(w,X, (Un)n), V ′ ∪ V ′′, Ṽ ′ ∩ Ṽ ′′) ∈ E.

The previous result can be generalized:

Theorem 2.29 (Strong computability of measures on regular spaces). Let (X,ϑ) be a comput-
ably regular computable T0-space. Then ϑM0< ≡ ϑM0 .
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Proof. In view of Lemma 2.26, it remains to prove ϑM0< ≤ ϑM0 . Let (X̃, d, α) and emb be
as in Theorem 2.16. Given a ϑM0<-name of a measure ν, we can ϑαM0<

-compute ν ◦ emb−1

by Lemma 2.25. By Proposition 2.28, we can then even ϑαM0
-compute ν ◦ emb−1. By the

computability of emb−1 and Lemma 2.11.1, we can [ϑαO<]ω-compute a sequence (Vn)n of open
subsets of X̃ such that

(∀n ∈ N)(emb(ϑ(n)) = Vn ∩ range(emb)).

From the ϑαM0
-information on ν ◦ emb−1, we can [ϑαO<]ω-compute a sequence (Ũn)n such that

(∀n ∈ N)
(
Vn =

⋃
i∈N

Ũ〈n,i〉∗∗
)
,

and such that we can compute the (ν ◦ emb−1)-contents of algebraic expressions of the Ũn. By
the computability of emb and Lemma 2.11.1, we can [ϑO<]ω-compute the sequence (Un)n with

(∀n ∈ N) (Un = emb−1(Ũn)).

Then
(∀n ∈ N)

(
ϑ(n) =

⋃
i∈N

U〈n,i〉∗∗
)
.

We take (a name of) (Un)n to be the first component of our output ϑM0-name of ν. It remains
to demonstrate how to compute the ν-contents of algebraic expressions of elements of (Un)n. It
is easy to prove by induction on the structure of w ∈ A that

(∀w ∈ A) (eval(w,X, (Un)n) = emb−1(eval(w, X̃, (Ũn)n))).

This yields

(∀w ∈ A) (ν(eval(w,X, (Un)n)) = (ν ◦ emb−1)(eval(w, X̃, (Ũn)n))).

Finally, note that we can evaluate the expression on the right-hand side for any given w using
the ϑαM0

-information on ν ◦ emb−1.

2.6 Computable reducibility of functions

Let M1,M2,M3,M4 be sets with representations δ1, δ2, δ3, δ4, and let f :⊆ M1 → M2 and
g :⊆ M3 → M4 be partial mappings. One says that (f ; δ1, δ2) is computably reducible to
(g; δ3, δ4) and writes (f ; δ1, δ2) ≤c (g; δ3, δ4) if there is a (δ1, δ3)-computable mapping PRE :⊆
M1 → M3 and a ([δ1, δ4], δ2)-computable mapping POST :⊆ M1 × M4 → M2 such that
POST(x, g(PRE(x))) is well-defined and equal to f(x) for every x ∈ dom(f).

Whenever we prove computable reducibility, we have to describe the mappings PRE and POST
as above. We will informally speak of preprocessing and postprocessing, respectively.
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We write (f ; δ1, δ2) ∼=c (g; δ3, δ4) if both (f ; δ1, δ2) ≤c (g; δ3, δ4) and (g; δ3, δ4) ≤c (f ; δ1, δ2).
This computable reducibility notion was considered in [Bra99, Bra05, Ghe06, Bra08a]; an ana-
logue notion of continuous reducibility was studied first in [Wei92].

One can easily prove the transitivity of ≤c.

Let C1, C2 : Nω → Nω be defined by

C1(p)(n) :=

{
0 if (∃m ∈ N) (p〈n,m〉∗∗ 6= 0),

1 otherwise,

and

C2(p)(n) :=

{
0 if (∃m ∈ N)(∀ k ∈ N) (p〈n,m, k〉∗∗∗ 6= 0),

1 otherwise.

Following this pattern, one can define functions C3, C4, . . . (see [Bra05]), but we will only need
C1 and C2.

Let f :⊆ M1 → M2 be a partial mapping of sets M1,M2 with representations δ1, δ2. For
k ∈ {2, 3}, we call (f ; δ1, δ2)

• Σ0
k-computable if (f ; δ1, δ2) ≤c (Ck−1, idNω , idNω),

• Σ0
k-hard if (Ck−1, idNω , idNω) ≤c (f ; δ1, δ2), and

• Σ0
k-complete if (Ck−1, idNω , idNω) ∼=c (f ; δ1, δ2).

Σ0
2-hard mappings necessarily map some computable points to uncomputable points (see [Bra99,

Bra05]):

Lemma 2.30 (Lack of computable invariance). Let M1,M2 be sets with representations δ1, δ2.
Let f :⊆ M1 → M2 be a partial mapping. If (f ; δ1, δ2) is Σ0

2-hard, then there exists a δ1-
computable x ∈ dom(f) such that f(x) is not δ2-computable.

We present the First Main Theorem from [PER89] in the form given in [Bra99, Theorem 4.3].
Recall that a linear mapping of topological vector spaces is called closed if it has a closed graph.

Theorem 2.31 (First Main Theorem). Let (X, ‖ · ‖, e) and (Y, ‖ · ‖, g) be computable Banach
spaces, (yn)n ∈ Y ω an [αgCauchy]

ω-computable sequence with [y0, y1, . . .] = Y , and F :⊆
Y → X a linear unbounded closed mapping such that (Fyn)n is [αeCauchy]

ω-computable. Then
(F ;αgCauchy, α

e
Cauchy) is Σ0

2-hard.

Another useful result is the following, which is a Corollary to [Bra05, Proposition 9.1]:

Proposition 2.32 (Σ0
2-completeness of the limit operation). Let (X, ‖ · ‖, e) be a computable

Banach space. Consider the map LIM :⊆ Xω → X with

LIM((xn)n) = x :⇐⇒ (xn)n converges to x.

(LIM; [αeCauchy]
ω, αeCauchy) is Σ0

2-complete.



Chapter 3

On the Effective Existence of Schauder
Bases in Banach Spaces

3.1 Motivation

3.1.1 Schauder bases

Let X be an infinite-dimensional Banach space over F. A sequence (xi)i ∈ Xω is called a
Schauder basis of X if for every x ∈ X there exists exactly one sequence (αi)i ∈ Fω such that

lim
n→∞

∥∥x− n−1∑
i=0

αixi
∥∥ = 0.

A sequence (xi)i ∈ Xω is called basic if it is a Schauder basis of the subspace [x0, x1, . . .].

Let X be a finite-dimensional Banach space over F. A finite sequence (x1, . . . , xn) ∈ X<ω is
a Schauder basis of X if for every x ∈ X there exists exactly one tuple (α1, . . . , αn) ∈ F<ω
such that

x =
n∑
i=1

αixi.

In this case, the notion of a Schauder basis coincides with the usual (Hamel) notion of a vector
space basis. (x1, . . . , xn) is called basic if it is a Schauder basis of [x1, . . . , xn], i.e. if x1, . . . , xn
are linearly independent.

We will from now on use the term basis synonymously with Schauder basis.

The following result is due to Banach (see [Meg98, Corollary 4.1.25]):

51
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Proposition 3.1 (Characterization of basic sequences). Let X be an infinite-dimensional Ba-
nach space over F. A sequence (xi)i ∈ Xω is basic if, and only if,

(1) no xi is equal to zero, and

(2) there exists a constant M ∈ R such that

∥∥ m∑
i=0

αixi
∥∥ ≤M

∥∥ n∑
i=0

αixi
∥∥ (3.1)

for all m,n ∈ N, m ≤ n, and α0, . . . , αn ∈ F.

If (xi)i ∈ Xω is basic, then the basis constant bc((xi)i) of (xi)i is defined as the minimum M
such that (3.1) holds for all m,n ∈ N, m ≤ n, and all α0, . . . , αn ∈ F. If (x1, . . . , xn) ∈ X<ω

is basic, then the basis constant bc((x1, . . . , xn)) of (x1, . . . , xn) is defined as the minimum M
such that ∥∥ m∑

i=1

αixi
∥∥ ≤M

∥∥ n∑
i=1

αixi
∥∥

holds for all m ∈ N, m ≤ n, and all α1, . . . , αn ∈ F. If X is a Banach space with a basis, then
the basis constant bc(X) of X is defined as the infimum over the basis constants of all bases
of X .

It is obvious that any basis constant must be at least 1. A basis (xi)i of some infinite-dimensional
Banach space X is called monotone if bc((xi)i) = 1. (xi)i is called shrinking if

(∀ f ∈ X∗)
(

lim
n→∞

sup{|f(x)| : x ∈ B[xn,xn+1,...]} = 0
)
.

Schauder bases are an important subject in the geometry of Banach spaces. See e.g. [Meg98,
Sin70, Sin81] for examples of Schauder bases as well as background information and applica-
tions.

3.1.2 Schauder bases and an effective theory of compact operators

Recall that a linear mapping F : X → Y of Banach spaces X, Y is compact if F (BX) is a
compact subset of Y . The compact mappings from X to Y form a closed subspace K(X, Y ) of
B(X, Y ) (see [Meg98, Corollary 3.4.9]).
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Before we collect a number of classical facts on compact operators, let us recall a number of
definitions: The adjoint F ∗ ∈ B(Y ∗, X∗) of F ∈ B(X, Y ) is given by the formula

F ∗(g)(x) := g(F (x)), g ∈ Y ∗, x ∈ X.

The rank of a linear mapping is the dimension of its range. Denote by FR(X, Y ) the linear
subspace of B(X, Y ) that consists of all bounded linear mappings of finite rank. A Banach
space X has (Grothendieck’s) approximation property (AP) if for every compact subset K of
X and every ε > 0, there is an LK,ε ∈ FR(X,X) such that

sup
x∈K
‖x− LK,ε(x)‖ ≤ ε.

For the following see [Meg98, Theorem 4.1.33]:

Proposition 3.2. Let X be a Banach space with a Schauder basis. Then X has the approxima-
tion property.

The following facts can all be found in [Meg98, Section 3.4]:

Proposition 3.3 (Properties of compact mappings). Let X, Y, Z be Banach spaces over F.

(1) Suppose F ∈ B(Y, Z), G ∈ B(X, Y ). Then FG ∈ K(X,Z) if F or G is compact.

(2) (Theorem of Schauder): Suppose F ∈ B(X, Y ). Then F ∈ K(X, Y ) if, and only if,
F ∗ ∈ K(Y ∗, X∗).

(3) FR(X, Y ) ⊆ K(X, Y ).

(4) (Grothendieck): FR(X, Y ) is dense in K(X, Y ) if, and only if, Y has the approximation
property.

Brattka and Dillhage [BD07] sought (among others) for effective versions of the items of Propo-
sition 3.3. They introduced a representation of the space of compact mappings between comput-
able Banach spaces (X, ‖ · ‖, e) and (Y, ‖ · ‖, h), which combines an [αeCauchy → αhCauchy]-name
of a mapping F ∈ K(X, Y ) with a θhK-name of F (BX). Using this representation, they were
able to prove that natural effective formulations of the items of Proposition 3.3 hold true. How-
ever, they worked with the additional assumption that the computable Banach spaces under
consideration possess computable Schauder bases. Sometimes, it was additionally assumed
that these bases are monotone and/or computably shrinking. Brattka and Dillhage call a basis
(xi)i of a computable Banach space (X, ‖ · ‖, e) computably shrinking if m : X∗ ⇒ Nω with

m(f) 3 (kn)n :⇐⇒ (∀n ∈ N)
(
sup{|f(x)| : x ∈ B[xkn ,xkn+1,...]} ≤ 2−n

)
is well-defined and (δedual,=, [νN]ω)-computable.
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3.1.3 The question

Complete orthonormal sequences in separable Hilbert spaces are examples of Schauder bases.
The classical Gram-Schmidt algorithm (see e.g. [Gro80, Section III.2]) yields that every separa-
ble Hilbert space possesses a complete orthonormal sequence and hence possesses a Schauder
basis. The following effective version of this fact was noted in [BY06]:

Lemma 3.4. Let (X, ‖ · ‖, e) be an infinite-dimensional1 computable Banach space such that
(X, ‖ · ‖) is a Hilbert space. Then there exists a [αeCauchy]

ω-computable complete orthonormal
sequence in X .

Proof. Apply the Effective Independence Lemma to the sequence e in order to compute a lin-
early independent complete sequence. Apply the Gram-Schmidt algorithm to this sequence.

We ask whether this result can be generalized in the following way: Suppose that (X, ‖ · ‖, e)
is a computable Banach space that possesses a basis; does there exist an [αeCauchy]

ω-computable
basis? The result that we prove in this chapter will be that there exists a computable Banach
space that possesses a shrinking basis, but that does not possess any [αeCauchy]

ω-computable basis.
The relevance of this question on the one hand stems from the work of Brattka and Dillhage (see
previous section); on the other hand, Schauder bases are such an important subject in functional
analysis that we think the question is also of independent interest.

3.2 The counter-example

3.2.1 The space of Enflo/Davie

Our construction is built on the following general intuition:

Suppose that object A has property E, but does not have property E in an
effective sense. Then A is “close to not having property E”.

The starting point for our construction will hence be a computable Banach space that does not
possess a basis. But does there exist such a space at all? Banach, in his classical monograph
[Ban32] on linear operators, posed the question whether every separable Banach space pos-
sesses a basis. The first counter-example was constructed more than forty years later by Enflo
[Enf73]. Enflo in fact even constructed a separable Banach space that lacks the approximation

1The finite-dimensional version of this lemma also holds true and is even more simple to prove.
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property (cf. Proposition 3.2). A little later, Davie [Dav73] found a simplification of Enflo’s
example.

Our first task is to check that Davie’s space allows a computability structure. We therefore
describe Davie’s construction: For any k ∈ N, let Gk be the additive group Z/(3 · 2k)Z. For
j = 1, · · · , 3 · 2k, let γ(k)

j be the (unique) group homomorphism from Gk into the multiplicative
group C \ {0} with

γ
(k)
j (1) = exp

(
2πi · j

3 · 2k

)
.

It is shown in [Dav73] (with a probabilistic argument) that there is a constant A2 such that for
every k, the set {γ(k)

j : 1 ≤ j ≤ 3 · 2k} can be partitioned into two sets {σ(k)
j : 1 ≤ j ≤ 2k}

and {τ (k)
j : 1 ≤ j ≤ 2 · 2k} with

(∀ g ∈ Gk)

∣∣∣∣∣∣2
2k∑
j=1

σ
(k)
j (g)−

2·2k∑
j=1

τ
(k)
j (g)

∣∣∣∣∣∣ < A2(k + 1)1/22k/2

 .

Similarly, it is shown that there is a constant A3 such that for every k ≥ 1, there are ε(k)
j ∈

{−1, 1} (j = 1, . . . , 2k) with

(∀ g ∈ Gk)(∀h ∈ Gk−1)

∣∣∣∣∣∣
2k∑
j=1

ε
(k)
j

τ
(k−1)
j (h)

σ
(k)
j (g)

∣∣∣∣∣∣ < A3(k + 1)1/22k/2

 .

By exhaustive search, σ(k)
j , τ (k)

j , ε(k)
j (1 ≤ j ≤ 3 · 2k) such that the above two inequalities

are fulfilled can be found effectively in k. Let G be the disjoint union
⋃
k∈NGk. Let ν be a

computable bijection between the set

{(k, j) : k, j ∈ N, 1 ≤ j ≤ 2k}

and N. We define a mapping e from N into the linear space of bounded complex functions on
G by

e(ν(k, j))(g) :=


τ

(k−1)
j (g) if k ≥ 1 and g ∈ Gk−1,

ε
(k)
j σ

(k)
j (g) if g ∈ Gk,

0 otherwise.

We equip the space of bounded complex functions on G with the sup-norm. In this Banach
space, we consider the subspace

Z := [e(0), e(1), . . .].

Davie showed that Z lacks AP. Furthermore, it is straightforward to check that (Z, ‖ · ‖, e) is a
computable Banach space. We hence have:

Lemma 3.5. The computable Banach space (Z, ‖ · ‖, e) constructed above lacks AP.
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3.2.2 Local basis structure

Apart from lacking AP, Davie’s space has another property that will be crucial for our argument:
A Banach space X is said to have local basis structure if there exists a constant C such that
for every finite-dimensional subspace V of X , there is a finite-dimensional space W with V ⊆
W ⊆ X and bc(W ) < C. This notion was introduced in [Puj75] (under a different name; cf.
[Sin81, p. 820]).

For every n ≥ 1, the Banach space `n∞ is defined as the linear space Cn equipped with the sup-
norm (cf. [Meg98, Example 1.2.9]). The following criterion for local basis structure is found in
[Sza87, Proposition 1.3]:

Proposition 3.6 (Criterion for local basis structure). Let X be a Banach space such that there
exists a constant C such that for every n ≥ 1, there is a subspace Vn of X and an isomorphism
Fn : Vn → `n∞ with ‖Fn‖‖F−1

n ‖ ≤ C. Then X has local basis structure.

Corollary 3.7. The space Z from Lemma 3.5 has local basis structure.

Proof. For every n ≥ 1, there is even an isometric isomorphism from a subspace of Z onto `n∞:
For any k, j ∈ N, the function e(ν(k, j)) : G → C is supported on Gk−1 ∪ Gk. So we can
choose k1, . . . , kn such that e(k1), . . . , e(kn) have pairwise disjoint supports. The norm of Z
(just like the norm of `n∞) is the sup-norm. So it is obvious that the subspace [e(k1), . . . , e(kn)]
of Z is isometrically isomorphic to `n∞ via Fn with

Fn(e(ki)) = (0, . . . , 0, 1︸︷︷︸
i-th

, 0, . . . , 0), i = 1, . . . , n.

(Note that all functions in the range of e have norm 1.)

A computable Banach space with local basis structure can be effectively “approximated” by
finite-dimensional subspaces with uniformly bounded basis constants:

Lemma 3.8. Let (X, ‖ · ‖, e) be an infinite-dimensional computable Banach space such that X
has local basis structure, witnessed by a constant C ∈ N. There exists an [αeCauchy]

ω-computable
linearly independent sequence (xi)i ∈ Xω and a strictly increasing computable function σ :
N→ N such that [x0, x1, . . .] = X and

(∀n ∈ N) (bc([x0, . . . , xσ(n)]) < C).

Before we turn to the proof, we need an auxiliary lemma:

Lemma 3.9. Let (X, ‖ · ‖, e) be a computable Banach space.
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(1) The mapping
(x1, . . . , xn) 7→ bc((x1, . . . , xn))

for (x1, . . . , xn) ∈ INDX is ([αeCauchy]
<ω, ρR)-computable.

(2) The mapping
(x1, . . . , xn) 7→ bc([x1, . . . , xn])

for (x1, . . . , xn) ∈ INDX is ([αeCauchy]
<ω, ρR>)-computable.

Proof. Let an [αeCauchy]
<ω-name of some (x1, . . . , xn) ∈ INDX be given.

For item (1): By Lemma 2.20, we can θeK-compute the set B[x1,...,xn] and the coordinate func-
tionals (f1, . . . , fn). By Lemma 2.14.2 (and type conversion), we can compute the numbers

C` := sup
{∥∥∑̀

i=1

xifi(x)
∥∥ : x ∈ B[x1,...,xn]

}
, ` = 1 . . . , n.

We can now compute bc((x1, . . . , xn)) as the maximum of C1, . . . , Cn.

For item (2): As a consequence of item (1), the basis constant of a finite basis depends continu-
ously on the basis’ elements. This implies that bc([x1, . . . , xn]) is the infimum of the set{

bc(a1, . . . , an) : a1, . . . , an ∈ spanQ({x1, . . . , xn}), (a1, . . . , an) ∈ INDX

}
.

By item (1) and Lemma 2.21, we can [ρR]ω-compute a sequence that exhausts this set. We can
hence ρR>-compute its infimum.

Proof of Lemma 3.8. The function σ and the sequence (xi)i are computed recursively as fol-
lows: Search for an arbitrary ` with e(`) 6= 0. Put σ(0) = 0, x0 = e(`). Now suppose that σ(n)
and x0, . . . , xσ(n) have already been computed. Search for an ` such that x0, . . . , xσ(n), e(`) are
linearly independent and put xσ(n)+1 = e(`). The search for ` in this step is performed using
a search scheme as in the proof of the Effective Independence Lemma (Proposition 2.22); this
way, we can ensure that eventually

[x0, x1, . . .] = [e(0), e(1), . . .] = X.

(The argument is almost identical to the one from the proof of Proposition 2.22, so we will not
go into detail here again.) As X has local basis structure, there must be a number k ∈ N and
points a1, . . . , ak ∈ X such that

(x0, . . . , xσ(n)+1, a1, . . . , ak) ∈ INDX

and
bc([x0, . . . , xσ(n)+1, a1, . . . , ak]) < C.

Lemma 3.9.2 yields that suitable a1, . . . , ak can then be found inRαe (for reasons of continuity)
and can furthermore be searched for effectively. So once such k, a1, . . . , ak are found, put
σ(n+ 1) = σ(n) + 1 + k and xσ(n)+1+i = ai for i = 1, . . . , k.
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3.2.3 A class of computable spaces with bases

For any sequence (Xn)n of Banach spaces over F, let (X0 ×X1 × · · · )c0 be the Banach space
of all sequences (xn)n with xn ∈ Xn for all n and limn→∞ ‖xn‖ = 0, equipped with the norm

‖(xn)n‖ := sup
n∈N
‖xn‖.

The dual of a space of the form (X0×X1×· · · )c0 has a simple description in terms of the duals
of the spaces Xi:

Lemma 3.10. Let (Xn)n be a sequence of Banach spaces over F. Put

X := (X0 ×X1 × · · · )c0 .

If (fn)n is a sequence with fn ∈ X∗n for every n and
∑∞

n=0 ‖fn‖ <∞, then f with

f((xn)n) =
∞∑
n=0

fn(xn), (xn)n ∈ X, (3.2)

is a well-defined element of X∗ with ‖f‖ =
∑∞

n=0 ‖fn‖. Furthermore, every element of X∗ is
of this form.

Proof. This is a straightforward generalization of [Meg98, Example 1.10.4].

For any functionals f0 ∈ X∗0 , f1 ∈ X∗1 , . . . and any m ∈ N, consider the functional f̃m ∈ X∗
with

f̃m((xn)n) :=
m∑
n=0

fn(xn).

Note that

|f̃m((xn)n)| =
∣∣ m∑
n=0

fn(xn)
∣∣ ≤ m∑

n=0

‖fn‖‖xn‖ ≤ ‖(xn)n‖
m∑
n=0

‖fn‖

for every (xn)n ∈ X , and hence ‖f̃m‖ ≤
∑m

n=0 ‖fn‖. Next, let ε > 0 be arbitrary. For every
0 ≤ n ≤ m, choose xn ∈ BXn such that |fn(xn)| ≥ ‖fn‖ − ε/(m + 1), and choose αn ∈ F
with |αn| = 1, αnfn(xn) ∈ R, and αnfn(xn) = |fn(xn)|. Then

x := (α0x0, . . . , αmxm, 0, . . .) ∈ BX

and

|f̃m(x)| =
∣∣ m∑
n=0

αnfn(xn)
∣∣ =

m∑
n=0

|fn(xn)| ≥
m∑
n=0

‖fn‖ − ε.

As ε was arbitrary, we have ‖f̃m‖ ≥
∑m

n=0 ‖fn‖. We have shown that ‖f̃m‖ =
∑m

n=0 ‖fn‖.
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Let (fn)n be a sequence as in the statement of the lemma. Then

‖f̃m+k − f̃m‖ =
m+k∑

n=m+1

‖fn‖,

so (f̃m)m is Cauchy and hence convergent in X∗. So f as in (3.2) is its well-defined limit, and

‖f‖ = lim
m→∞

‖f̃m‖ =
∞∑
n=0

‖fn‖.

To prove the second assertion, let g ∈ X∗ be arbitrary. For every n ∈ N, let emb(n) : Xn → X
be the isometric embedding with

emb(n)(x) = (0, . . . , 0, x︸︷︷︸
index n

, 0, 0, . . . , ),

and define fn ∈ X∗n by fn := g ◦ emb(n). For every m and every (xn)n ∈ X , we have that

f̃m((xn)n) = g((x0, . . . , xm, 0, . . .))

and hence ‖f̃m‖ ≤ ‖g‖. So
∑∞

n=0 ‖fn‖ <∞. By what we have shown above, the f̃m converge
to the functional f ∈ X∗ as in (3.2). f and g coincide on all sequences that are eventually zero;
these sequences are dense in X , so f = g.

Consider the computable Banach space (Z, ‖ · ‖, e) from Lemma 3.5. Define

Y := (Z × Z × · · · )c0 .

For every n ∈ N, let proj(n) : Y → Z and emb(n) : Z → Y be given by

proj(n)((zi)i) := zn, (zi)i ∈ Y

and
emb(n)(z) := (0, . . . , 0, z︸︷︷︸

index n

, 0, 0, . . .), z ∈ Z.

Apply Lemma 3.8 to (Z, ‖ · ‖, e); let σ and (xi)i be as in the statement of that lemma. For every
n ∈ N, put

Zn := [x0, . . . , xσ(n)].

For every τ : N→ N, define

Yτ := (Zτ(0) × Zτ(1) × · · · )c0 .

The fact that the Zn have uniformly bounded basis constants goes into the proof of the following
proposition:
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Proposition 3.11. Let τ : N→ N be arbitrary. Then Yτ has a shrinking basis.

Proof. By Lemma 3.8, there is a constant C such that every Zn has a basis an,0, . . . , an,σ(n) with
basis constant less than C. For every n ∈ N and 0 ≤ i ≤ σ(τ(n)), put

bn,i := emb(n)(aτ(n),i).

We will show that

b0,0, . . . , b0,σ(τ(0)), b1,0, . . . , b1,σ(τ(1)), . . . , . . . (3.3)

is a shrinking basis of Yτ .

Let (zn)n ∈ Yτ be arbitrary. Suppose that there exists an expansion

α0,0b0,0 + · · ·+ α0,σ(τ(0))b0,σ(τ(0)) + α1,0b1,0 + · · ·+ α1,σ(τ(1))b1,σ(τ(1)) + . . . + . . . (3.4)

of (zn)n with respect to the sequence from (3.3). For every n, the continuity of proj(n) yields

zn =

σ(τ(n))∑
i=0

αn,iaτ(n),i,

so αn,0, . . . , αn,σ(τ(n)) must be the unique coordinates of zn with respect to the basis

aτ(n),0, . . . , aτ(n),σ(τ(n)) (3.5)

of Zτ(n). Every element of Yτ thus has at most one expansion with respect to the sequence from
(3.3).

To show that (3.3) is a basis, it remains to show that (3.4) converges to (zn)n ∈ Yτ if the αn,i
are chosen such that αn,0, . . . , αn,σ(τ(n)) is the expansion of zn with respect to the basis (3.5) for
every n. The partial sums of the series (3.4) have the form

M−1∑
n=0

σ(τ(n))∑
i=0

αn,ibn,i +
N∑
i=0

αM,ibM,i
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with N,M ∈ N, 0 ≤ N ≤ σ(τ(M)). We have the following estimate for the distance to (zn)n:

∥∥(zn)n −
(M−1∑
n=0

σ(τ(n))∑
i=0

αn,ibn,i +
N∑
i=0

αM,ibM,i

)∥∥
=
∥∥ ∞∑
n=0

emb(n)(zn)−
M−1∑
n=0

σ(τ(n))∑
i=0

αn,iemb(n)(aτ(n),i)−
N∑
i=0

αM,iemb(M)(aτ(M),i)
∥∥

=
∥∥ ∞∑
n=0

emb(n)(zn)−
M−1∑
n=0

emb(n)
( σ(τ(n))∑

i=0

αn,iaτ(n),i︸ ︷︷ ︸
=zn

)
− emb(M)

( N∑
i=0

αM,iaτ(M),i

)∥∥

=
∥∥ ∞∑
n=M

emb(n)(zn)− emb(M)
( N∑
i=0

αM,iaτ(M),i

)∥∥
= max

(
sup
n>M
‖zn‖,

∥∥zM − N∑
i=0

αM,iaτ(M),i

∥∥)
≤ max

(
sup
n>M
‖zn‖, ‖zM‖+

∥∥ N∑
i=0

αM,iaτ(M),i

∥∥)
≤ max

(
sup
n>M
‖zn‖, ‖zM‖+ C‖zM‖

)
.

In view of the fact that ‖zM‖ → 0 as M →∞, this estimate yields the convergence of (3.4) to
(zn)n.

It remains to show that the basis (3.3) is shrinking. Let f ∈ (Yτ )
∗ be arbitrary. f has the form

f((zn)n) =
∞∑
n=0

fn(zn)

with certain fn ∈ (Zτ(n))
∗ (n ∈ N), and ‖f‖ =

∑∞
n=0 ‖fn‖ (see Lemma 3.10). For every `, let

B` be the closed unit ball in the subspace

[b`,0, . . . , b`,σ(τ(`)), b`+1,0, . . . , b`+1,σ(τ(`+1)), . . . , . . .]

= ({0} × · · · × {0}︸ ︷︷ ︸
`-times

×Zτ(`) × Zτ(`+1) × · · · )c0

of Y . Then (again by Lemma 3.10)

sup{|f(y)| : y ∈ B`} =
∞∑
n=`

‖fn‖,

so
lim
`→∞

sup{|f(y)| : y ∈ B`} = 0.

This completes the proof.
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The following lemma and its corollary will be useful in the next section:

Lemma 3.12 (AP is inherited by complemented subspaces). Let X be a Banach space that has
AP, and let V be a closed subspace such that there is an F ∈ B(X) with range(F ) = V and
F (v) = v for every v ∈ V . Then V has AP.

Proof. The claim is trivial if V = {0}. So suppose otherwise. Then necessarily ‖F‖ ≥ 1, in
particular ‖F‖ > 0. Let K be compact in V and ε > 0 arbitrary. K is also compact in X . As
X has AP, there is G ∈ FR(X,X) such that

sup
x∈K
‖G(x)− x‖ ≤ ε‖F‖−1.

Put G′ := F ◦G|V . Then G′ ∈ FR(V ). Furthermore

sup
x∈K
‖G′(x)− x‖ = sup

x∈K
‖F (G(x))− F (x)‖ ≤ ‖F‖ sup

x∈K
‖G(x)− x‖ ≤ ε.

Corollary 3.13. Let (yi)i ∈ Y ω be a basic sequence. Then

emb(n)(Z) 6⊆ [y0, y1, . . .].

for every n ∈ N.

Proof. Let us assume that emb(n)(Z) ⊆ [y0, y1, . . .] for some n. The space X := [y0, y1, . . .]
has a basis and hence has AP. The mapping

F := emb(n) ◦ proj(n)|X

is in B(X,X) with range(F ) = emb(n)(Z) and F (v) = v for every v ∈ emb(n)(Z). The
previous lemma yields that emb(n)(Z) has AP. emb(n)(Z), however, is isometrically isomorphic
to Z, which lacks AP. Contradiction!

Let us finally equip Y and the Yτ with computability structures: It is straightforward to verify
that (Y, ‖ · ‖, h) with

h(〈n, i〉) := emb(n)(e(i)), n, i ∈ N,
is a computable Banach space. Recall that a function τ : N → N is lower semicomputable if
there is a c.e. set N ⊆ N with

τ(n) = sup{k ∈ N : 〈n, k〉 ∈ N}, n ∈ N.

If τ is lower semicomputable, it is easy to see that there is an [αhCauchy]
ω-computable enumeration

hτ of the set2

{emb(n)(xi) : n, i ∈ N, 0 ≤ i ≤ σ(τ(n))};
the span of this set is dense in Yτ . We learn the following from [Bra01, Proposition 3.10]:

2Recall that σ and the xi were defined on page 59.
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Lemma 3.14 (Yτ as a subspaces of Y ). Let τ : N → N be lower semicomputable. Then
(Yτ , ‖ · ‖, hτ ) is a computable Banach space. The injection Yτ ↪→ Y is (αhτCauchy, α

h
Cauchy)-

computable.

3.2.4 The diagonalization construction

In this section, we will prove the main result of this chapter:

Theorem 3.15. There exists a lower-semicomputable τ : N→ N such that the computable Ba-
nach space (Yτ , ‖ · ‖, hτ ) as defined above possesses a basis, but does not possess any [αhτCauchy]

ω-
computable basis.

In view of the results of the previous subsection, it remains to construct a lower-semicomputable
τ such that (Yτ , ‖ · ‖, hτ ) does not possess any [αhτCauchy]

ω-computable basis. By Lemma 3.14,
every [αhτCauchy]

ω-computable sequence is [αhCauchy]
ω-computable. So it is sufficient to compute

τ such that every [αhCauchy]
ω-computable sequence (yi)i ∈ Y ω has one of the following two

properties:

• (yi)i is not basic.

• Yτ 6⊆ [y0, y1, . . .].

We will proceed by diagonalization over all [αhCauchy]
ω-computable sequences. Let us first note

the following fact which follows immediately from the definition of the Cauchy representation:
For every [αhCauchy]

ω-computable sequence (yi)i, there is a total computable function ψ : N ×
N→ N such that (αh(ψ(i, k)))k converges rapidly to yi for every i. It is well-known that there
exists a universal partial computable Ψ :⊆ N × N × N → N; that means, for every partial
computable ψ :⊆ N× N→ N, there is an n ∈ N such that

(n, i, k) ∈ dom(Ψ) ⇔ (i, k) ∈ dom(ψ)

and
(i, k) ∈ dom(ψ) ⇒ Ψ(n, i, k) = ψ(i, k)

for all i, k ∈ N. In this case, n is called a Gödel number of ψ. Let ψn be the partial computable
function with Gödel number n. Denote by TOT the set of all n such that ψn is total. Denote by
SEQ the set of all n such that ψn corresponds to an [αhCauchy]

ω-computable sequence in the way
described above.

Lemma 3.16. There is a computably enumerable set M ⊆ N with

TOT \ SEQ ⊆M ⊆ N \ SEQ.
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Proof. M shall be defined as the set of all n with

(∃ i ∈ N)(∃ k ∈ N)(∃ j ∈ N)(
j > k, (i, k) ∈ dom(ψn), (i, j) ∈ dom(ψn), and ‖αh(ψn(i, k))−αh(ψn(i, j))‖ > 2−k

)
,

which is easily seen to be computably enumerable. The claimed inclusions follow directly from
the definition of rapid convergence.

We now define a lower-semicomputable τ : N → N by giving an algorithm that enumerates a
set L〈n, k〉∗∗ ⊆ N with

τ〈n, k〉∗∗ = max(L〈n, k〉∗∗ ∪ {0}) (3.6)

for any given 〈n, k〉∗∗ ∈ N.

We begin the description of the algorithm: Let 〈n, k〉∗∗ be given. The procedure consists of four
parallel processes A, B, C, D. The set L〈n, k〉∗∗ is defined to be the intersection of the sets put
out by processes A and D.

Process A runs a loop over ` = 0, 1, 2, . . .. In the body of the loop, ψn is called with input (i, j)
chosen such that ` = 〈i, j〉∗∗. If this call returns, ` is put out and the loop continues.

Process B runs a semidecision procedure for “n ∈ M”, where M is the set from Lemma 3.16.
As soon as “n ∈M” (if ever), the process immediately terminates itself as well as A, C, and D.

We will only define the behaviour of processes C, D for n ∈ SEQ. For n 6∈ SEQ, the behaviour
of C and D shall be undefined. So let (yi)i ∈ Y ω be the computable sequence corresponding to
n.

Process C performs an exhaustive search for `,m ∈ N, ` ≤ m, and α0, . . . , αm ∈ Q[i] with

∥∥∑̀
i=0

αiyi
∥∥ > k

∥∥ m∑
i=0

αiyi
∥∥.

Once such numbers are found, the process immediately terminates itself as well as A, B, and D.

Process D performs a loop over ` = 0, 1, . . .. In the body of the loop, first ` is put out, then an
exhaustive search for elements x̃(`)

0 , . . . , x̃
(`)
σ(`) of spanQ[i]({yi : i ∈ N}) with

(∀ 0 ≤ i ≤ σ(`))
(
‖emb(〈n,k〉∗∗)(xi)− x̃(`)

i ‖ < 2−`
)

is performed.3 In case such elements are found, the loop continues.

This completes the description of the algorithm.

3Recall that σ and the xi were defined on page 59.



3.2. THE COUNTER-EXAMPLE 65

τ : N→ N is well-defined by (3.6) if, and only if, L〈n, k〉∗∗ is finite for all n, k. So we have to
make sure that the output of either A or D is finite:
Case 1: n 6∈ TOT. Then A will sooner or later call the function ψn with an argument from
outside dom(ψn). This call will not return, so the process will “hang” and not produce any
more output.
Case 2: n ∈ TOT \ SEQ. B will sooner or later detect that n ∈ M , so all processes are
terminated after finite time.
Case 3: Otherwise. Then n ∈ SEQ. Let (yi)i be the corresponding sequence.
Case 3a: The nonzero elements of (yi)i form a basic sequence. We show that the loop in process
D will only be iterated a finite number of times: Suppose the contrary. Then all emb(〈n,k〉∗∗)(xi),
i ∈ N, can be approximated arbitrarily well by elements from spanQ({yi : i ∈ N}). This
implies

{emb(〈n,k〉∗∗)(xi) : i ∈ N} ⊆ [y0, y1, . . .],

and thus

emb(〈n,k〉∗∗)(Z) = emb(〈n,k〉∗∗)([x0, x1, . . .]) = [emb(〈n,k〉∗∗)(x0), emb(〈n,k〉∗∗)(x1), . . .]

⊆ [y0, y1, . . .].

This contradicts Corollary 3.13.
Case 3b: Otherwise. The nonzero elements of (yi)i do not form a basic sequence. Proposition
3.1 ensures that the exhaustive search performed by process C will succeed, so all processes
will sooner or later be terminated.

It remains to show that Yτ 6⊆ [y0, y1, . . .] for any computable basic sequence (yi)i ∈ Y ω: Let n
be a Gödel number of (yi)i. Choose k ∈ N greater than the basis constant of (yi)i. As

emb(〈n,k〉∗∗)(Zτ(〈n,k〉∗∗)) ⊆ Yτ ,

it is sufficient to show
emb(〈n,k〉∗∗)(Zτ(〈n,k〉∗∗)) 6⊆ [y0, y1, . . .].

This is fulfilled if, and only if,

{emb(〈n,k〉∗∗)(xi) : 0 ≤ i ≤ σ(τ(〈n, k〉∗∗))} 6⊆ [y0, y1, . . .]. (3.7)

As n ∈ SEQ, we have n 6∈ M , so process B will not terminate the other processes. As
k > bc((yi)i), the exhaustive search performed by process C will not succeed, so C will not
terminate the other processes, either. Process A will enumerate the entire set N. Together, this
implies that L〈n, k〉∗∗ is equal to the output of process D. Consider the final iteration of the loop
in process D, that means ` = τ(〈n, k〉∗∗). The exhaustive search in the body of the loop does
not succeed (otherwise, this were not the final iteration). This directly implies (3.7). The proof
is complete.
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3.3 Further directions

In the future, a more complete understanding of the problem studied in this chapter could be
achieved using the notion of computable reducibility described in Section 2.6. In terms of that
reducibility, the uncomputability of the multi-valued mapping that maps a Banach space with a
basis to one of its bases could be characterized. A suitable representation of Banach spaces was
recently introduced in [GM08].

Another direction would be to investigate whether it helps to restrict the problem of finding a
basis to spaces that possess bases with special properties. One could ask, for example: Does
every computable Banach space that possesses a monotone basis necessarily posses a comput-
able (monotone) basis? Here “monotone” may be replaced by one of the many other special
properties of bases studied in the literature (see [Sin70, Sin81]). Our example, however, already
shows that it does not help to assume the existence of a shrinking basis.



Chapter 4

Computability Properties of the
Generalized Inverse

4.1 The generalized inverse

Suppose that X and Y are linear spaces over F and T : X → Y is linear. In general, the inverse
T−1 suffers from two shortcomings: Its domain is only a proper subset of Y , and it is not single-
valued. If X and Y are Hilbert spaces, one can do something about these shortcomings by
replacing the usual inverse by the generalized inverse (see e.g. [Gro77, Gro80, EHN96]). The
generalized inverse T † of T is defined in the following way: Let P : Y → Y be the orthogonal
projection operator onto range(T ). y ∈ Y is in the domain of T † if, and only if, Py ∈ range(T ).
This way, the domain of T † is not merely range(T ), but range(T ) ⊕ range(T )⊥. The set of
preimages of Py may consist of more than one point. This set, however, is closed and convex,
and so it possesses a unique minimum-norm element (see [Gro80, Theorem 3.1.2]). T †(y) is
defined to be that element. Note that T † = T−1 if, and only if, T is injective and range(T ) = Y .

We have already mentioned in the introduction that many operators T that come up in applica-
tions are compact and that their inverses (if they are well-defined) are typically discontinuous.
For generalized inverses this is still true because T † is continuous if, and only if, range(T ) is
closed (see [Gro77, Theorem 3.1.2] or [EHN96, Proposition 2.4]), but the range of a compact
T is closed if, and only if, T has finite rank (see e.g. [Meg98, Proposition 3.4.6]).

4.2 How uncomputable is (T, y) 7→ T †y?

Consider the canonical infinite-dimensional computable Hilbert space (`2, ‖ · ‖, e) over F ∈
{R,C} (see Subsection 2.4.4). The aim of this section is a partial characterization of the un-

67
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computability of the mapping
GI :⊆ B(`2)× `2 → `2

with
dom(GI) := {(T, y) : y ∈ dom(T †)}

and
GI(T, y) := T †y.

We will find the following:

Theorem 4.1. (GI; [∆, αeCauchy], α
e
Cauchy) is Σ0

2-complete.

The proof of Theorem 4.1 will use the following two results:

Lemma 4.2 (A single Σ0
2-hard inverse). There exists a δe,eev -computable self-adjoint T ∈ B(`2)

with T † = T−1 such that (T †;αeCauchy, α
e
Cauchy) is Σ0

2-hard.

Proof. Consider the mapping T ∈ B(`2) with Te(i) := 2−ie(i), i ∈ N. T is obviously δe,eev -
computable and self-adjoint. It is also obvious that T is injective and its range is dense in `2.
This yields that T † is equal to T−1. In order to prove the Σ0

2-hardness, it remains to verify that T †

fulfills the conditions of Theorem 2.31: T is compact (cf. [Meg98, Example 3.4.5]) and its range
is infinite dimensional, so T † is unbounded (see Section 4.1). graph(T †) is closed by [EHN96,
Proposition 2.4]. Choose (yi)i := (Te(i))i. Then (yi)i is computable and [y0, y1, . . .] = `2. The
sequence (T †yi)i (which is simply e) is computable, too.

Proposition 4.3 (Approximations to generalized inverses). There is a (∆, [δe,eev ]ω)-computable
mapping

TYKH : B(`2)→ (B(`2))ω

such that (Fi)i = TYKH(T ) implies that each Fi is self-adjoint and,

(1) (FiT
∗y)i converges to T †y for every y ∈ dom(T †), and

(2) ‖T †y − FiT ∗ai‖2 ≤ ‖T †y‖2 − ‖FiT ∗y‖2 for every y ∈ dom(T †), i ∈ N.

Before we prove Proposition 4.3, we use it do derive Theorem 4.1:

Proof of Theorem 4.1. Let T be the mapping from Lemma 4.2. Note that for every y ∈ dom(T †),
we have

T †y = POST(y,GI(PRE(y))),

where PRE is the (αeCauchy, [∆, α
e
Cauchy])-computable mapping y 7→ (T, y) and POST is the

([αeCauchy, α
e
Cauchy], α

e
Cauchy)-computable mapping (x, y) 7→ y. Thus

(T †;αeCauchy, α
e
Cauchy) ≤c (GI; [∆, αeCauchy], α

e
Cauchy).
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By transitivity, we have that (GI; [∆, αeCauchy], α
e
Cauchy) is Σ0

2-hard.

It remains to show that (GI; [∆, αeCauchy], α
e
Cauchy) is Σ0

2-computable. To this end, it is sufficient
to prove it reducible to (LIM; [αeCauchy]

ω, αeCauchy) (see Proposition 2.32). So it is sufficient to
demonstrate how to compute, for any given (T, y) ∈ dom(GI), a sequence that converges to
T †y. Apply TYKH from Proposition 4.3 to T ; let (Fi)i be the result. Then we can compute the
sequence (FiT

∗y)i, which has the desired property.

Let us also note a corollary to Proposition 4.3, which might be useful in some situations:

Corollary 4.4. The mapping

GI1 :⊆ B(`2)× `2 × R→ `2

with
dom(GI1) = {(T, y, c) : y ∈ dom(T †), c = ‖T †y‖}

and
GI1(T, y, c) = T †y

is ([∆, αeCauchy, ρR>], αeCauchy)-computable.

Proof. Let input (T, y, c) be given. It is sufficient to demonstrate how to compute a 2−k-
approximation to T †y for any given k. Applying TYKH from Proposition 4.3 to T yields a
[δe,eev ]ω-name of a sequence (Fi)i such that (FiT

∗y)i converges to T †y. In view of the fact that
we are given a ρR>-name of c = ‖T †y‖, we can [ρR>]ω-compute the sequence (bi)i with

bi :=
√
‖T †y‖2 − ‖FiT ∗y‖2, i ∈ N.

This sequence converges to zero, and we can effectively find an i0 such that bi0 < 2−k. Property
(2) of TYKH yields that

‖T † − Fi0T ∗y‖ < 2−k.

It remains to prove Proposition 4.3. The proof is based on the following result from the theory
of Tykhonov regularization (see [EHN96, Theorem 4.1 and p. 117]):

Proposition 4.5. Let I be the identity operator on `2. Suppose T ∈ B(`2) and y ∈ `2. For
every t > 0, the operator

Lt := tI + T ∗T

is invertible. Put
xt := L−1

t T ∗y.

Then (xt)t>0 converges for t→ 0 if, and only if, y ∈ dom(T †). In this case

lim
t→0

xt = T †y.
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In order to prove an amendment to this result, we will use operator calculus (see e.g. [Gro80,
Chapter V]):

Proposition 4.6 (Operator calculus). Let T ∈ B(`2) be self-adjoint, let a, b be numbers such
that the spectrum of T is contained in (a; b]. There is a continuous homomorphism f 7→ f(T )
from the Banach algebra1 C[a; b] of real continuous functions on [a; b] into the Banach algebra
B(`2) such that

(1) f(T ) = T if f = id[a;b].

(2) f(T ) is non-negative2 if f ≥ 0.

(3) f(T ) is self-adjoint.

Lemma 4.7. Let T, y, Lt, xt be as in Proposition 4.5. Then

‖T †y − xt‖2 ≤ ‖T †y‖2 − ‖xt‖2.

Proof. Suppose 0 < s < t. If we show

‖xs − xt‖2 ≤ ‖xs‖2 − ‖xt‖2, (4.1)

the claim follows by letting s → 0. Choose a ∈ (−s; 0). The spectrum of T ∗T is contained
in [0; ‖T‖2] (and thus in (a, ‖T‖2]), as follows easily from [Gro80, Theorem 3.3.8]. Define
ft, fs ∈ C[a; ‖T‖2] by

ft(λ) :=
1

t+ λ
, fs(λ) :=

1

s+ λ
.

Using operator calculus, we can write L−1
t = ft(T

∗T ) and L−1
s = fs(T

∗T ). Note that fs >
ft > 0, and thus fsft− f 2

t > 0; so (fsft− f 2
t )(T ∗T ) is non-negative by item (2) of Proposition

4.6. This implies

0 ≤ 〈(fsft − f 2
t )(T ∗T )g | g〉 = 〈fs(T ∗T )ft(T

∗T )g | g〉 − 〈ft(T ∗T )ft(T
∗T )g | g〉

= 〈ft(T ∗T )g | fs(T ∗T )g〉 − ‖ft(T ∗T )g‖2

and hence

‖fs(T ∗T )g − ft(T ∗T )g‖2 = ‖fs(T ∗T )g‖2 − 2〈ft(T ∗T )g | fs(T ∗T )g〉+ ‖ft(T ∗T )g‖2

≤ ‖fs(T ∗T )g‖2 − ‖ft(T ∗T )g‖2

for any g ∈ `2. This estimate yields (4.1) if one chooses g = T ∗y.

1See [Meg98, Definition 3.3.1, Example 3.3.3, Example 3.3.7].
2Recall that an operator T ∈ B(`2) is non-negative if 〈Tx | x〉 ≥ 0 for all x ∈ `2.
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We are finally ready for the

Proof of Proposition 4.3. It follows from Proposition 4.5 and Lemma 4.7 that TYKH(T ) :=
(L−1

2−i)i with
Lt := tI + T ∗T, t > 0,

has the required properties. So it is sufficient to demonstrate how to δe,eev -compute L−1
t from any

given ρR-name of t. This can be done using effective operator calculus (see e.g. [Dil08]) or,
more elementarily, as follows: We can compute the sequence (Lte(n))n, which is dense in `2,
and we can trivially compute the sequence (L−1

t Lte(n))n. A straight-forward calculation shows
that ‖Ltx‖ ≥ t‖x‖ for any x ∈ `2; this implies ‖L−1

t ‖ ≤ 1/t. We thus have all we need to
compute a δe,e

seq,≥-name of L−1
t , which can be converted into a δe,eev -name by Lemma 2.23.

4.3 Further directions

The main motivation for this chapter was to provide a number of tools to be used in Chapter
7, not to study the (un)computability of generalized inverses in detail. A number of directions
remain to be explored:

• In our characterization of the uncomputability of GI, we used the ∆-representation of
B(`2), which combines δe,eev -information on an operator and its adjoint. It would be desir-
able to also characterize the uncomputability of (GI; [δe,eev , α

e
Cauchy], α

e
Cauchy); we conjecture

that this problem is Σ0
3-complete.

• One should characterize the uncomputability of the restriction of GI to operators whose
generalized inverses are continuous. (For the usual inverse, compare [Bra].)

• One should characterize the uncomputability of generalized inverses of operators on
finite-dimensional Hilbert spaces. (For the usual inverse, compare [ZB04].)
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Chapter 5

Probabilistic Computability on
Represented Spaces

5.1 Preliminaries from measure theory

5.1.1 Completion of a measure space

Let (X,S, ν) be a measure space. A set N ⊆ X is called ν-null if there is a set B ∈ S with
ν(B) = 0 and N ⊆ B. A property P ⊆ X is said to hold ν-almost everywhere (ν-a.e.) if
X \P is ν-null. The σ-algebra Sν generated by S and all ν-null sets is called the completion of
S with respect to ν. Sν contains exactly the sets of the form A ∪N with A ∈ S and N ν-null.
We call the elements of Sν the ν-measurable sets. The measure ν extends to a measure ν on
Sν by putting ν(A ∪ N) = ν(A). A measure space that is identical to its completion is called
complete.

Lemma 5.1. Let (X,S, ν) be a complete measure space and (Y,S ′) a measurable space. Let
f : X → Y be a mapping such that f |X\N is (S ∩ (X \N),S ′)-measurable for some ν-null set
N . Then f is (S,S ′)-measurable.

Proof. Let A ∈ S ′ be arbitrary. We need to show f−1(A) ∈ S. By assumption, f−1|X\N(A) ∈
S ∩ (X \N). So there is a set B ∈ S with f−1|X\N(A) = B ∩ (X \N). We have

f−1(A) = (f−1(A) ∩N) ∪ f−1|X\N(A) = (f−1(A) ∩N) ∪ (B ∩ (X \N)).

The completeness of the measure space yields that the ν-null sets N and f−1(A) ∩N are in S.
So f−1(A) ∈ S.

73
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If (X,S, ν) is a measure space and the function f : X → [−∞,∞] is (Sν ,B([−∞,∞]))-
measurable1, we call f a ν-measurable function. If f is µ-measurable, we will simply write∫

f dν :=

∫
f dν.

Similarly, if (Y,S ′) is another measurable space and f is an (Sν ,S ′)-measurable mapping, we
write

ν ◦ f−1 := ν ◦ f−1

for the image of ν under f .2

5.1.2 Outer measures

An outer measure on a set X is a set function µ∗ : 2X → [0;∞] such that

µ∗(∅) = 0, A ⊆ B ⇒ µ∗(A) ≤ µ∗(B), µ∗
(⋃

n

An
)
≤

∞∑
n=0

µ∗(An)

for any A,B,A0, A1, . . . ∈ 2X . A set A ⊆ X is called µ∗-measurable if

(∀E ⊆ X) (µ∗(E) = µ∗(E ∩ A) + µ∗(E \ A)).

The µ∗-measurable sets form a σ-algebra MEASµ∗ . Restricting µ∗ to MEASµ∗ yields a com-
plete measure space (see e.g. [Coh80, Theorem 1.3.4 and Proposition 1.3.3]).

Let (X,S, ν) be a measure space. The measure ν induces an outer measure ν∗ via

ν∗(A) := inf{ν(B) : B ∈ S, A ⊆ B}

(see e.g. [Coh80, Proposition 1.5.4]).

If ν is σ-finite3, it turns out that MEASν∗ = Sν , and that ν and ν∗ coincide on this σ-algebra
(see e.g. [Coh80, Exercise 1.5.9]).

It is known that not every outer measure µ∗ is of the form ν∗ for some measure ν.

The following two results are actually well-known but usually not stated for outer measures.
We will use the second one in the proof of Proposition 5.12.

1Here [−∞,∞] is regarded as a compactification of R. See [Kal02, p. 5].
2These are the conventions applied in the reference [Bog98], that we will heavily work with in Chapter 6.
3Recall that ν is σ-finite if there is a sequence (An)n ∈ Sω such that

⋃
nAn = X and ν(An) <∞ for all n.
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Lemma 5.2 (Cantelli Theorem). Let X be a set with an outer measure µ∗. Then for every
sequence (An)n of subsets of X with

∑∞
n=0 µ

∗(An) <∞, we have

µ∗
(

lim sup
n

An
)

= 0,

where
lim sup

n
An :=

⋂
n

⋃
k≥n

Ak.

Proof. One has

µ∗
(⋂

n

⋃
k≥n

Ak
)
≤ µ∗

( ⋃
k≥m

Ak
)
≤

∞∑
k=m

µ∗(Ak)

for every m ∈ N.

Lemma 5.3. LetX be a set with an outer measure µ∗. If (fn)n is a sequence of (MEASµ∗ ,B(Y ))-
measurable mappings from X into a metric space (Y, d), and f : X → Y is an arbitrary
mapping with

(∀n ∈ N)
(
µ∗([d(fn, f) > 2−n]) ≤ 2−n

)
, (5.1)

then4 f is (MEASµ∗ ,B(Y ))-measurable.

Proof. Define
G :=

{
x ∈ X : lim

n→∞
fn(x) = f(x)

}
.

The functions fn|G are each (MEASµ∗ ∩ G,B(Y ))-measurable, so their pointwise limit f |G is
measurable, as well (see [Kal02, Lemma 1.10(ii)]). Every x with the property

(∃n ∈ N)(∀ k ∈ N) (k < n ∨ d(fk(x), f(x)) ≤ 2−k)

is in G. So

X \G ⊆ [(∀n ∈ N)(∃ k ∈ N) (k ≥ n ∧ d(fk, f) > 2−k)] = lim sup
n

[d(fn, f) > 2−n].

By Cantelli’s Theorem and (5.1), we have

µ∗(X \G) ≤ µ∗
(

lim sup
n

[d(fn, f) > 2−n]
)

= 0.

So G is the complement of a µ∗-null set. In view of the completeness of (X,MEASµ∗ , µ
∗), the

claim follows from Lemma 5.1.
4[d(fn, f) > 2−n] denotes the set {x ∈ X : d(fn(x), f(x)) > 2−n}. In the following, similar expressions

are to be interpreted accordingly. This is standard notation in probability theory.
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5.1.3 Equivalence classes

Let X, Y be sets and µ∗ an outer measure on X . An equivalence relation ∼µ∗ on the functions
from X to Y is given by

f ∼µ∗ g :⇐⇒ µ∗([f 6= g]) = 0.

It is in many contexts not useful to distinguish mappings that are equivalent with respect to this
relation. Let [f ]µ∗ denote the∼µ∗-equivalence class of f . We will also speak more conveniently
of µ∗-equivalence classes.

If (X,S, ν) is a measure space, we will use the shorthands ∼ν :=∼ν∗ and [f ]ν := [f ]ν∗ , where
ν∗ is the outer measure induced by ν. We speak of ν-equivalence classes.

5.1.4 Outer integrals

Let (X,S, ν) be a measure space, and let h : X → [0;∞] be an arbitrary function. We define
the outer integral of h with respect to ν as∫ ∗

h dν := inf
{∫

g dν : g is (S,B([0;∞]))-measurable, h ≤ g
}
.

We collect a number of properties of the outer integral:

Lemma 5.4. (1) The outer integral is monotone, i.e.

h1 ≤ h2 ⇒
∫ ∗

h1 dν ≤
∫ ∗

h2 dν.

(2) The outer integral is sublinear, i.e.∫ ∗
(h1 + h2) dν ≤

∫ ∗
h1 dν +

∫ ∗
h2 dν

and ∫ ∗
th dν = t

∫ ∗
h dν

for all t ∈ [0;∞).

(3) For every A ⊆ X , one has

ν∗(A) =

∫ ∗
χA dν.
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Proof. The proofs of (1) and (2) are elementary. We only prove (3). So let A ⊆ X be arbitrary.

“≥”: Let B ∈ S with A ⊆ B be arbitrary. Then χB is (S,B(R))-measurable with χA ≤ χB.
Furthermore, ν(B) =

∫
χB dν.

“≤”: Let g be (S,B([0;∞]))-measurable with χA ≤ g. Put B := g−1([1;∞]). Then B ∈ S
and A ⊆ B. Furthermore, χB ≤ g and hence ν(B) ≤

∫
g dν.

5.1.5 Outer regularity

Let X be a topological space and let S be a σ-algebra on X that includes B(X). A measure µ
on S is called outer-regular if5

(∀A ∈ S)
(

inf{µ(G \ A) : G ⊇ A, G open} = 0
)
.

It is well known that on metric spaces all finite Borel measures are outer-regular (see [Kal02,
Lemma 1.34]).

We will call an outer measure µ∗ on X outer-regular if

(∀A ∈ MEASµ∗)
(

inf{µ∗(G \ A) : G ⊇ A, G open} = 0
)
.

The following lemma will be needed in the proof of Proposition 5.17 below:

Lemma 5.5. Let X be a topological space, and let S be a σ-algebra on X that includes B(X).
Let µ be an outer-regular measure on S and let f : X → [0;∞] be a µ-integrable function.
Then the measure ν on S defined by ν(A) :=

∫
A
f dµ is outer-regular.

Proof. Let A ∈ S be arbitrary. By the outer regularity of µ, there exists a descending sequence
(Gn)n of open sets such that Gn ⊇ A and limn µ(Gn \ A) = 0. The set C :=

⋂
nGn \ A has

measure 0 and so
∫
C
f dµ = 0. The sequence (f · χGn\A)n converges pointwise to f · χC ; the

sequence is furthermore dominated by the µ-integrable function f . So we can use Dominated
Convergence (see [Kal02, Theorem 1.21]) to obtain

lim
n→∞

ν(Gn \ A) = lim
n→∞

∫
Gn\A

f dµ =

∫
C

f dµ = 0.

5In many textbooks, a measure µ is called outer-regular if it fulfills the weaker condition that µ(A) =
inf{µ(G) : G ⊇ A, G open} for all A ∈ S . It will be crucial for some of the results below that outer regu-
larity is understood in the strong sense!
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5.2 Three probabilistic concepts of computability

For the rest of Chapter 5, we denote by

• X,X1 nonempty sets,

• δ, δ1 naming systems of X,X1, respectively,

• (Y, d, α) a computable metric space,

• µ∗ an outer measure on X ,

• S a σ-algebra on X ,

• ν a measure on (X,S),

• ν∗ the outer measure induced by ν.

We furthermore put

η :=

{
νN if TYPE(δ) = N,
[νN]ω if TYPE(δ) = Nω.

5.2.1 The local error

For any mapping f : X → Y and any φ :⊆ TYPE(δ)→ N with dom(δ) ⊆ dom(φ), define the
local error

e(f, δ, φ, ·) : X → [0;∞],

e(f, δ, φ, x) := sup
p∈δ−1{x}

d((α ◦ φ)(p), f(x)).

The following observation will be useful below:

Lemma 5.6. Let f : X → Y and φ :⊆ TYPE(δ) → N be arbitrary with dom(δ) ⊆ dom(φ).
Let g :⊆ W → TYPE(δ) (W ∈ {N,Nω}) be a mapping such that δ ◦ g is a naming system of
X . Then

e(f, δ ◦ g, φ ◦ g, x) ≤ e(f, δ, φ, x)

for every x ∈ X .
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Proof. For every x ∈ X , we have

e(f, δ ◦ g, φ ◦ g, x) = sup
q∈(δ◦g)−1{x}

d((α ◦ φ ◦ g)(q), f(x))

= sup
p∈range(g)∩δ−1{x}

d((α ◦ φ)(p), f(x))

≤ e(f, δ, φ, x).

5.2.2 The general idea

For any mapping φ :⊆ N × A → B (for sets A,B) and any n ∈ N, we shall denote by
φn :⊆ A→ B the mapping given by

dom(φn) := {a ∈ A : (n, a) ∈ dom(φ)} and (∀ a ∈ dom(φn)) (φn(a) := φ(n, a)).

The probabilistic concepts of computability that we will define below are inspired by the fol-
lowing simple observation:

Lemma 5.7. A mapping f : X → Y is (δ, αCauchy)-computable if, and only if, there is a
([νN, η], νN)-computable φ :⊆ N× TYPE(δ)→ N such that N× dom(δ) ⊆ dom(φ) and

(∀n ∈ N)(∀x ∈ X) (e(f, δ, φn, x) ≤ 2−n). (5.2)

In a real-word situation in which the inputs x for which we would like to compute f(x) are
distributed according to some measure on X , it is meaningful to replace the quantification over
x in (5.2) by a probabilistic requirement on the local error. We might in particular merely require
the condition e(f, δ, φn, x) ≤ 2−n to hold

(I) for all x outside a set of measure zero, or

(II) for all x outside a set of measure not exceeding 2−n, or

(III) on the average over x.

In the next three sections, we make these ideas precise.

If we look at the role of the measure in ideas (I) and (II), we notice that its role is merely to
quantify the “smallness” of certain sets; the measures additivity properties are not important.
So it is natural to use outer measures instead of measures for the formalization of these ideas.
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Regarding idea (III), it is natural to formalize the averaging by an outer integral instead of an
integral, because we are only interested in quantifying the “smallness” of the error function;
for this purpose we can do without the integral’s linearity. Working with outer measures and
outer integrals also spares us the problem that it is a-priori not clear whether the local error is
measurable with respect to the σ-algebra on which the measure is defined.6

5.2.3 Concept (I): Computability almost everywhere

Parker (see [Par03, Par05, Par06]) introduced the concept of decidability up to measure zero of a
subset of Euclidean space. The following is a rather straight-forward generalization. In contrast
to concepts (II) and (III), concept (I) also makes sense when the codomain is not metric.

A mapping f : X → X1 is (δ, δ1)µ
∗

AE-continuous (-computable) if there is a set N ⊆ X with
µ∗(N) = 0 such that f |X\N is (δ|X\N , δ1)-continuous (-computable).

In order to prove uniform computability results below, we need an effective representation of
the (δ, δ1)µ

∗

AE-continuous mappings. We make an observation: If N is a µ∗-null set, φ is a
(δ|X\N , δ1)-realization of f |X\N , and g : X → X1 is a mapping such that f ∼µ∗ g, then φ
is also a continuous (δ|X\N ′ , δ1)-realization of g|X\N ′ for N ′ := N ∪ [f 6= g], and we have
µ∗(N ′) = 0. So if f is (δ, δ1)µ

∗

AE-continuous, then all elements of [f ]µ∗ are also (δ, δ1)µ
∗

AE-
continuous via the same realization. This suggests to define a representation of µ∗-equivalence
classes of mappings. A representation of the class Λ(δ → δ1)µ

∗

AE of all µ∗-equivalence classes of
(δ, δ1)µ

∗

AE-continuous mappings is given by

[δ → δ1]µ
∗

AE(p) = [f ]µ∗ :⇐⇒

[
there is a set N ⊆ X with µ∗(N) = 0 such that[
δ|X\N → δ1

]
TOT

(p) = f |X\N .

We have already seen that this definition is independent of the choice of the representative f .
The following lemma ensures that the representation is in fact single-valued:

Lemma 5.8. If [f ]µ∗ 6= [g]µ∗ , then there is an ε > 0 such that µ∗([])

Let us introduce the following shorthands: f : X → X1 is (δ, δ1)νAE-continuous (-computable)
if f is (δ, δ1)ν

∗
AE-continuous (-computable). A representation of the class Λ(δ → δ1)νAE of all

ν-equivalence classes of (δ, δ1)νAE-continuous mappings is given by

[δ → δ1]νAE := [δ → δ1]ν
∗

AE.

6Typically, the local error is measurable; see [Bos08c]. The question of measurability of the local error, how-
ever, will not play any role in the theory that is developed below.
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5.2.4 Concept (II): Computable approximation

The definitions in this subsection generalize a definition given by Ko (cf. [Ko91, Definition 5.10]),
who studied the special case of functions from R to R.

Let f : X → Y be a mapping. A mapping φ :⊆ N× TYPE(δ)→ N is a (δ, α)µ
∗

APP-realization
of f if N× dom(δ) ⊆ dom(φ) and

(∀n ∈ N)
(
µ∗([e(f, δ, φn, ·) > 2−n]) ≤ 2−n

)
.

f is (δ, α)µ
∗

APP-continuous (-computable) if it has a continuous (computable) (δ, α)µ
∗

APP-realiza-
tion.

We observe that if φ is a (δ, α)µ
∗

APP-realization of f , then φ is also a (δ, α)µ
∗

APP-realization of any
g ∈ [f ]µ∗ , because

µ∗([e(f, δ, φn, ·) > 2−n]) = µ∗([e(f, δ, φn, ·) > 2−n] \ [f 6= g])

= µ∗([e(g, δ, φn, ·) > 2−n] \ [f 6= g]) = µ∗([e(g, δ, φn, ·) > 2−n]).

A representation of the class Λ(δ → α)µ
∗

APP of all µ∗-equivalence classes of (δ, α)µ
∗

APP-continuous
mappings is given by

[δ → α]µ
∗

APP(p) = [f ]µ∗ :⇐⇒ [[νN, η]→ νN](p) contains a (δ, α)µ
∗

APP-realization of f.

f : X → Y is (δ, α)νAPP-continuous (-computable) if f is (δ, α)ν
∗

APP-continuous (-computable).
A representation of the class Λ(δ → α)νAPP of all ν-equivalence classes of (δ, α)νAPP-continuous
mappings is given by

[δ → α]νAPP := [δ → α]ν
∗

APP.

The definition just given requires (δ, α)µ
∗

APP-realizations to be defined on all of N×dom(δ), i.e. a
Turing machine that implements such a realization must halt on every (properly encoded) input
from N × dom(δ) and put out an element of N. Concerning this definition, we assent to the
following statement of Parker (see [Par03, p. 8]):

Why require a machine that always halts? Assuming we have a machine that some-
times gives incorrect output, the epistemological situation would seem no worse if
in principle that machine could also fail to halt, but with probability zero.

This suggests a combination of concepts (I) and (II): A mapping φ :⊆ N× TYPE(δ)→ N is a
(δ, α)µ

∗

APP/AE-realization of f if there exists a set N ⊆ X with µ∗(N) = 0 such that

N× dom(δ|X\N) ⊆ dom(φ)
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and
(∀n ∈ N)

(
µ∗({x ∈ X \N : e(f, δ, φn, x) > 2−n}) ≤ 2−n

)
.

f is (δ, α)µ
∗

APP/AE-continuous (-computable) if it has a continuous (computable) (δ, α)µ
∗

APP/AE-
realization.

If φ is a (δ, α)µ
∗

APP/AE-realization of f , then φ is also a (δ, α)µ
∗

APP/AE-realization of any g ∈ [f ]µ∗ .
A representation of the class Λ(δ → α)µ

∗

APP/AE of all µ∗-equivalence classes of (δ, α)µ
∗

APP/AE-
continuous mappings is given by

[δ → α]µ
∗

APP/AE(p) = [f ]µ∗ :⇐⇒ [[νN, η]→ νN](p) contains a (δ, α)µ
∗

APP/AE-realization of f.

In analogy to above, we also define a mapping f to be (δ, α)νAPP/AE-continuous (-computable)
if it is (δ, α)ν

∗
APP/AE-continuous (-computable). Λ(δ → α)νAPP/AE denotes the class of all ν-

equivalence classes of (δ, α)νAPP/AE-continuous mappings. This class is represented by [δ →
α]νAPP/AE := [δ → α]ν

∗
APP/AE.

5.2.5 Concept (III): Computability in the mean

We now come to a notion that is the result of working out a proposal made in the talk [Her05]
by Hertling and has apparently not been treated in the literature before.

Let f : X → Y be a mapping. A mapping Φ :⊆ N×TYPE(δ)→ N is a (δ, α)νMEAN-realization
of f if

N× dom(δ) ⊆ dom(Φ)

and
(∀n ∈ N)

( ∫ ∗
e(f, δ,Φn, x) ν(dx) ≤ 2−n

)
.

f is (δ, α)νMEAN-continuous (-computable) if it has a continuous (computable) (δ, α)νMEAN-real-
ization.

It is again easy to see that a (δ, α)νMEAN-realization of a mapping f is also a (δ, α)νMEAN-realiza-
tion of all elements of [f ]ν . A representation of the class Λ(δ → α)νMEAN of all ν-equivalence
classes of (δ, α)νMEAN-continuous mappings is given by

[δ → α]νMEAN(p) = [f ]ν :⇐⇒ [[νN, η]→ νN](p) contains a (δ, α)νMEAN-realization of f.

A mapping Φ :⊆ N×TYPE(δ)→ N is a (δ, α)νMEAN/AE-realization of f if there exists a ν-null
set N ⊆ X such that

N× dom(δ|X\N) ⊆ dom(Φ)

and
(∀n ∈ N)

( ∫ ∗
X\N

e(f, δ,Φn, x) ν(dx) ≤ 2−n
)
.
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f is (δ, α)νMEAN/AE-continuous (-computable) if it has a continuous (computable) (δ, α)νMEAN/AE-
realization. A representation of the class Λ(δ → α)νMEAN/AE of all ν-equivalence classes of
(δ, α)νMEAN/AE-continuous mappings is given by

[δ → α]νMEAN/AE(p) = [f ]ν :⇐⇒ [[νN, η]→ νN](p) contains a (δ, α)νMEAN/AE-realization of f.

The notion of MEAN-computability just defined has a property that one would expect any
reasonable notion of “computability in the mean” to have: Imagine a real-world situation in
which a sequence of measurements it made. We assume that it is known that the outcomes of
these measurements are independent identically distributed according to a certain probability
law. We have the task to compute the same function f on each of the measured values. If f is
“computable in the mean”, then there should be an approximation algorithm for f whose error
is small if one considers the arithmetic mean over “a large number” of measurements. In fact,
we have the following result:

Proposition 5.9 (Strong Law of Large Numbers for MEAN-computability). Suppose that ν
is a probability measure. Let (Ω,F , P ) be a probability space, and let (wi)i be a sequence
of mappings wi : Ω → dom(δ) such that the mappings δ ◦ wi are independent ν-distributed
random variables. Let f : X → Y be a mapping which has a (δ, α)νMEAN-realization Φ. Then
for every n ∈ N, one has

lim sup
m→∞

1

m

m−1∑
i=0

ei(ω) ≤ 2−n

for P -almost every ω, where

ei(ω) := d((α ◦ Φn ◦ wi)(ω), (f ◦ δ ◦ wi)(ω)).

Proof. It follows directly from the definition of the local error that

(∀ i ∈ N)(∀ω ∈ Ω) (ei(ω) ≤ e(f, δ,Φn, (δ ◦ wi)(ω))).

As Φ is a MEAN-realization, and by the definition of the outer integral, there is a sequence
(gk)k of measurable functions gk : X → [0;∞] such that

(∀ k ∈ N)(∀x ∈ X) (e(f, δ,Φn, x) ≤ gk(x))

and
(∀ k ∈ N)

( ∫
gk dν ≤ 2−n + 2−k

)
.

The Strong Law of Large Numbers (see [Kal02, Theorem 4.23]) yields that

lim
m→∞

1

m

m−1∑
i=0

gk((δ ◦ wi)(ω)) =

∫
gk dν
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for every k and P -almost every ω. So the following estimate holds for every k and P -almost
every ω:

lim sup
m→∞

1

m

m−1∑
i=0

ei(ω) ≤ lim sup
m→∞

1

m

m−1∑
i=0

gk((δ ◦ wi)(ω)) =

∫
gk dν ≤ 2−n + 2−k

Intersecting over k yields the claim.

We close this section with the following lemma which is a simple consequence of Lemma 5.6.
Its analogue for plain computability can be found in [Wei00, Exercise 3.3.13].

Lemma 5.10. Suppose that δ′ is another naming system of X , and (∼,�) is one of (APP, µ∗),
(APP/AE, µ∗), (MEAN, ν), (MEAN/AE, ν).

(1) If δ′ ≤t δ, then every (δ, α)�
∼-continuous mapping is (δ′, α)�

∼-continuous and [δ → α]�∼ ≤t
[δ′ → α]�∼.

(2) If δ′ ≤ δ, then [δ → α]�∼ ≤ [δ′ → α]�∼.

(3) If δ′ ≡t δ, then [δ → α]�∼ ≡t [δ′ → α]�∼.

(4) If δ′ ≡ δ, then [δ → α]�∼ ≡ [δ′ → α]�∼.

Proof. Items (3) and (4) follow immediately from items (1) and (2), respectively. We show (1)
and (2). Let g be a continuous (δ′, δ)-realization of idX , i.e. δ′ = δ ◦ g. Let

φ :⊆ N× TYPE(δ)→ N

and f : X → Y be arbitrary. If φ is a (δ|A, α)�
∼-realization of f |A for a set A ⊆ X , then φg with

φg(n, p) := φ(n, g(p)), n ∈ N, p ∈ TYPE(δ),

is a (δ′|A, α)�
∼-realization of f |A, because Lemma 5.6 yields that

e(f, δ′, φgn, x) = e(f, δ ◦ g, φn ◦ g, x) ≤ e(f, δ, φn, x)

for every n ∈ N and x ∈ A. If φ is continuous, so is φg. This yields the first claim in
(1). (Choose A = X for ∼∈ {APP, MEAN} and A = X \ N with a suitable µ∗-null set N for
∼∈ {APP/AE, MEAN/AE}.) If g is continuous, so is the map φ 7→ φg; this yields the second claim
in (1). If g is computable, so is the map φ 7→ φg; this yields (2).

5.3 Representation theorems

The Representation Theorem (see Theorem 2.6) gives a characterization of the mappings that
are continuous with respect to certain naming systems. In the spirit of the Representation Theo-
rem, we now seek for connections between classical properties of a mapping and its probabilis-
tic relative continuity as defined in the preceding section.
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5.3.1 Representation Theorem for AE-continuity

Proposition 5.11. Assume that X and X1 are endowed with topologies with respect to which δ
and δ1 are admissible. Then a mapping f : X → Y is (δ, δ1)µ

∗

AE-continuous if, and only if, there
is a set N ⊆ X with µ∗(N) = 0 such that f |X\N is sequentially continuous.

Proof. By [Sch02c, Subsection 4.1], δ|X\N is an admissible representation of X \ N for any
subset N of X . The claim hence follows directly from Theorem 2.6.

5.3.2 Representation Theorem for APP(/AE)-continuity

Denote by σ(δ−1) the σ-algebra on X that is generated by {δ(U) : U open in TYPE(δ)}.

Proposition 5.12. Assume that σ(δ−1) ⊆ MEASµ∗ . Then every (δ, α)µ
∗

APP/AE-continuous f :
X → Y is (MEASµ∗ ,B(Y ))-measurable.

Proof. It follows from Lemma 5.1 that it is sufficient to prove the claim for (δ, α)µ
∗

APP-continuous
f . Let φ be a continuous (δ, α)µ

∗

APP-realization of f . For all n,m ∈ N, put An,m := φ−1
n {m}.

Then every An,m is open in dom(δ), and dom(δ) ⊆
⋃
mAn,m for every n. The assumption

σ(δ−1) ⊆ MEASµ∗ implies that all sets Dn,m := δ(An,m) are in MEASµ∗ . Define

c(n, x) := min{m ∈ N : x ∈ Dn,m},
fn(x) := α(c(n, x)).

For every a ∈ Rα, every x ∈ X , and every n ∈ N, we have

fn(x) = a ⇔ (∃m ∈ N) (α(m) = a, c(n, x) = m) ⇔ x ∈
⋃

m∈α−1{a}

(
Dn,m \

⋃
k<m

Dn,k

)
.

So f−1
n {a} ∈ MEASµ∗ for every a ∈ Rα, which yields that the fn are (MEASµ∗ ,B(Y ))-

measurable. For every x ∈ X , we have that fn(x) is the output of φn on a certain δ-name of x;
it hence follows from the definition of the local error that

d(fn(x), f(x)) ≤ e(f, δ, φn, x)

for all x ∈ X , so

µ∗([d(f, fn) > 2−n]) ≤ µ∗([e(f, δ, φn, ·) > 2−n]) ≤ 2−n

for every n ∈ N. The claim now follows with Lemma 5.3.

Proposition 5.13. Suppose that X is endowed with a topology with respect to which δ is con-
tinuous and µ∗ is outer-regular. Then every (MEASµ∗ ,B(Y ))-measurable f : X → Y is
(δ, α)µ

∗

APP-continuous.
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Proof. For all m,n ∈ N, put

Am,n := f−1(B(α(m), 2−n)).

Note that X =
⋃
mAm,n. By the outer regularity of µ∗, there are open sets Gm,n with Am,n ⊆

Gm,n and µ∗(Gm,n \Am,n) ≤ 2−(n+m+1). Now for every n ∈ N, there is a continuous “selector”
cn : dom(δ) → N such that δ(p) ∈ Gcn(p),n for every p ∈ dom(δ). Put φ(n, p) := cn(p). For
every x ∈ X and every n ∈ N, we have

x ∈ X \
⋃
m∈N

(Gm,n \ Am,n)

⇒ (∀m ∈ N) (x ∈ Gm,n ⇒ x ∈ Am,n)

⇒ (∀ p ∈ δ−1{x})(∀m ∈ N) (cn(p) = m⇒ x ∈ Am,n)

⇒ (∀ p ∈ δ−1{x}) (x ∈ Acn(p),n)

⇒ (∀ p ∈ δ−1{x}) (d((α ◦ cn)(p), f(x)) < 2−n)

⇒ e(f, δ, φn, x) ≤ 2−n.

This implies

µ∗([e(f, δ, φn, ·) > 2−n]) ≤ µ∗
( ⋃
m∈N

(Gm,n \ Am,n)
)
≤ 2−n

for every n.

Combining the last two propositions yields the following corollary, which should apply in most
situations of practical interest:

Corollary 5.14. Suppose that X is endowed with a topology with respect to which δ is con-
tinuous and µ∗ is outer-regular. Also suppose σ(δ−1) ⊆ MEASµ∗ . Then for every mapping
f : X → Y , the following statements are equivalent:

(1) f is (δ, α)µ
∗

APP-continuous.

(2) f is (δ, α)µ
∗

APP/AE-continuous.

(3) f is (MEASµ∗ ,B(Y ))-measurable.

The condition σ(δ−1) ⊆ MEASµ∗ is fulfilled, for example, if δ = ϑstd for a computable T0-
space (X,ϑ) such that τϑ ⊆ MEASµ∗ , because ϑstd is an open mapping (see Lemma 2.9).
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5.3.3 Representation Theorem for MEAN(/AE)-continuity

The next result follows as a simple combination of Proposition 5.12 and Proposition 5.19; al-
though the latter will be proved only below, we think that the corollary should be stated already
here:

Corollary 5.15. Assume that σ(δ−1) ⊆ MEASν∗ . If f : X → Y is (δ, α)νMEAN/AE-continuous,
then f is (MEASν∗ ,B(Y ))-measurable.

We will see below (Proposition 5.25.2) that conditions such as those of Proposition 5.13 (δ
continuous, ν outer-regular, f measurable) are not sufficient to ensure MEAN-continuity. The
next natural step is to consider integrable f . This makes sense only if Y is a normed space. We
thus make a number of assumptions that shall be valid in this subsection:

• Y is a normed space with norm ‖ · ‖, and d is the metric induced by the norm.

• 0 ∈ Rα.7

• X is endowed with a topology.

Proposition 5.16. Suppose that δ is open and ν∗ is locally finite. If a mapping f : X → Y
is (δ, α)νMEAN-continuous, then ‖f‖ is locally outer-integrable with respect to ν, i.e. for every
x ∈ X there is an open neighbourhood G ⊆ X of x such that

∫ ∗
G
‖f‖ dν <∞.

Proof. Let Φ be a continuous (δ, α)νMEAN-realization of f . Let x0 ∈ X be arbitrary, and let p
be an arbitrary δ-name of x0. Φ0 is constantly equal to Φ0(p) on an open (in dom(δ)) neigh-
bourhood U ⊆ dom(δ) of p. Put a := (α ◦ Φ0)(p). By the definition of the local error, we
have

(∀x ∈ δ(U)) (e(f, δ,Φ0, x) ≥ ‖a− f(x)‖).

δ(U) is open, and by the local finiteness of ν∗, we can find an open neighbourhood G ⊆ δ(U)
of x0 such that ν∗(G) <∞. We finally have

1 ≥
∫ ∗

e(f, δ,Φ0, x) ν(dx) ≥
∫ ∗
G

e(f, δ,Φ0, x) ν(dx) ≥
∫ ∗
G

‖a− f(x)‖ ν(dx)

≥
∫ ∗
G

‖f‖ dν −
∫ ∗
G

‖a‖ dν =

∫ ∗
G

‖f‖ dν − ν∗(G)‖a‖.

and hence ∫ ∗
G

‖f‖ dν ≤ 1 + ν∗(G)‖a‖ <∞.

7Note that this is fulfilled if there is a computable normed space (Y, ‖ · ‖, e) such that α = αe.
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Proposition 5.17. Suppose that δ is continuous, B(X) ⊆ S, ν is outer-regular, f is (S,B(Y ))-
measurable, and ‖f‖ is locally ν-integrable. Then f is (δ, α)νMEAN-continuous.

Proof. We first assume that ‖f‖ is integrable over the whole space. For all m,n ∈ N put

Am,n :=

{
f−1
(
B(α(m),min(2−n, ‖α(m)‖/2))

)
if α(m) 6= 0

f−1{0} otherwise.

For every x ∈ X \ {0} there is an a ∈ Rα with d(x, a) < min(2−n, ‖x‖/3); then

‖x‖/3 = (‖x‖ − ‖x‖/3)/2 ≤ (‖x‖ − ‖a− x‖)/2 ≤ ‖a‖/2,

and hence x ∈ B(a,min(2−n, ‖a‖/2)). This yields X =
⋃
mAm,n. Put

Cm,n := Am,n \
⋃
k<m

Ak,n

and

gn :=
∞∑
m=0

α(m)χCm,n .

Then ‖f − gn‖ ≤ min(2−n, ‖gn‖/2). This yields both that (gn)n converges pointwise to f and
that

‖f − gn‖ = 2‖f − gn‖ − ‖f − gn‖ ≤ ‖gn‖ − ‖f − gn‖ ≤ ‖f‖.

The assumption that ‖f‖ is integrable and Dominated Convergence now yield that

lim
n→∞

∫
‖f − gn‖ dν = 0.

By transition to a subsequence, we can assume that∫
‖f − gn‖ dν < 2−(n+1) (5.3)

for all n ∈ N. The measures νn on S defined by

νn(A) :=

∫
A

‖gn‖ dν

are outer-regular by Lemma 5.5. So there are open sets Gm,n with Gm,n ⊇ Cm,n,

ν(Gm,n \ Cm,n) ≤ 2−(n+m+3) · (max{1, ‖α(m)‖})−1, (5.4)

and
νn(Gm,n \ Cm,n) ≤ 2−(n+m+3). (5.5)
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For every n ∈ N, there is a continuous mn : dom(δ) → N such that δ(p) ∈ Gmn(p),n for every
p ∈ dom(δ). Put Φ(n, p) := mn(p) and En :=

⋃
m(Gm,n \Cm,n). Note that e(gn, δ,Φn, x) = 0

if x 6∈ En; if x ∈ En, then

e(gn, δ,Φn, x) ≤ sup
{
‖α(m)− gn(x)‖ : m ∈ N, x ∈ Gm,n \ Cm,n

}
;

together this justifies the estimate

e(gn, δ,Φn, x) ≤
∞∑
m=0

χGm,n\Cm,n(x)‖α(m)− gn(x)‖. (5.6)

By means of estimates (5.3), (5.4), (5.5), (5.6), we get∫ ∗
e(f, δ,Φn, x) ν(dx) ≤

∫
‖f − gn‖ dν +

∫ ∗
e(gn, δ,Φn, x) ν(dx)

≤ 2−(n+1) +
∞∑
m=0

∫
Gm,n\Cm,n

‖α(m)− gn(x)‖ν(dx)

≤ 2−(n+1) +
∞∑
m=0

ν(Gm,n \ Cm,n)‖α(m)‖+
∞∑
m=0

νn(Gm,n \ Cm,n)

≤ 2−n.

So Φ is a continuous (δ, α)νMEAN-realization of f .

Now assume that ‖f‖ is only locally integrable. Remember that X is Lindelöf (see Lemma
(2.5)). There hence is a countable open cover (G`)` of X , such that ‖f‖ is integrable on each
G`. By the first part of the proof, each mapping f |G` is (δ|G` , α)νMEAN-continuous; let Φ(`) be the
corresponding realization. Let c : dom(δ)→ N be a continuous selector such that δ(p) ∈ Gc(p)

for every p ∈ dom(δ). Now put

Φ(n, p) := Φ(c(p))(n+ c(p) + 1, p).

One then has the estimate:∫ ∗
e(f, δ,Φn, x) ν(dx) ≤

∫ ∗
sup
`
χG`(x)e(f, δ,Φ

(`)
n+`+1, x) ν(dx)

≤
∞∑
`=0

∫ ∗
G`

e(f, δ,Φ
(`)
n+`+1, x) ν(dx)

≤ 2−n.

The following corollary should apply in most situations of practical interest:
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Corollary 5.18. Suppose that the topology ofX is countably-based T0, δ is admissible, B(X) ⊆
S, ν is locally finite and outer-regular, and f : X → Y is (S,B(Y ))-measurable. Then f is
(δ, α)νMEAN-continuous if, and only if, ‖f‖ is locally integrable with respect to ν.

Proof. The “if” direction follows directly by Proposition 5.17. For the “only if” direction, first
recall that an admissible representation of a countably-based T0-space is continuously equiv-
alent to an open standard representation of that space (see [Sch02c, Section 2.2]). By Lemma
5.10, it is hence sufficient to prove the claim for open δ. It then follows directly from Proposition
5.16.

5.4 Mutual relations between the probabilistic computability
notions

5.4.1 Reductions

We will now clarify the mutual relations between the concepts defined above. The first propo-
sition sums up the cases in which there is a computable reduction of one representation to the
other. For formal reasons, we define a representation [δ → δ1]µ

∗ of the class Λ(δ → δ1)µ
∗ of all

µ∗-equivalence classes of mappings f : X → X1 that have a (δ, δ1)-continuous representative:

[δ → δ1]µ
∗
(p) = [f ]µ∗ :⇐⇒ [δ → δ1](p) ∩ [f ]µ∗ 6= ∅.

Proposition 5.19. (1) Λ(δ → δ1)µ
∗ ⊆ Λ(δ → δ1)µ

∗

AE and [δ → δ1]µ
∗ ≤ [δ → δ1]µ

∗

AE.

(2) Λ(δ → αCauchy)
µ∗

AE ⊆ Λ(δ → α)µ
∗

APP/AE and [δ → αCauchy]
µ∗

AE ≤ [δ → α]µ
∗

APP/AE.

(3) Λ(δ → α)νMEAN ⊆ Λ(δ → α)νAPP and [δ → α]νMEAN ≤ [δ → α]νAPP.

(4) Λ(δ → α)νMEAN/AE ⊆ Λ(δ → α)νAPP/AE and [δ → α]νMEAN/AE ≤ [δ → α]νAPP/AE.

Proof. For (1): A realization of the left-hand type is also a realization of the right-hand type.
For (2): Let a [δ → αCauchy]

µ∗

AE-name of some [f ]µ∗ be given. This name provides us with the
information to compute a mapping φ′ :⊆ TYPE(δ)→ Nω that is a (δ|X\N , αCauchy)-realization
of f |X\N for a suitable N ⊆ X with µ∗(N) = 0. We can of course compute the mapping φ
with φ(n, p) being the n-th element of the αCauchy-name φ′(p) for every p ∈ dom(φ′). By the
definition of the Cauchy representation, φ(n, p) is hence an α-name of a 2−n-approximation of
(f ◦ δ)(p) whenever p ∈ δ−1(X \N). It is now easy to see that φ is a (δ → α)µ

∗

APP/AE-realization
of [f ]µ∗ . φ′ 7→ φ is the desired computable reduction.
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For (3) and (4): Outer integrals fulfill the following version of Markov’s inequality for every
h : X → [0;∞] and ε > 0:∫ ∗

h dν ≥
∫ ∗

ε · χ[h>ε]dν = ε · ν∗([h > ε]).

Let f : X → Y be arbitrary. If Φ :⊆ N × TYPE(δ) → N is a [δ|A → α]νMEAN-realization of
f |A for some set A ⊆ X (here A = X for item (3), and A is the complement of a set N with
ν(N) = 0 for item (4)), then φ with φ(n, p) := Φ(2n, p) is a [δ|A → α]νMEAN-realization of f |A,
because, by Markov’s inequality,

ν∗({x ∈ A : e(f, δ,Φ2n, x) > 2−n}) ≤ 2n
∫ ∗
A

e(f, δ,Φ2n, x) dν ≤ 2−n.

We have that the computable map Φ 7→ φ is a reduction from [δ → α]νMEAN to [δ → α]νAPP and
from [δ → α]νMEAN/AE to [δ → α]νAPP/AE.

We next give conditions under which MEAN- and APP-computability coincide:

Proposition 5.20. Suppose that Y is a normed space, the mapping a 7→ ‖a‖ for a ∈ Rα is
(α, ρR)-computable, and ν(X) < ∞. If [f ]ν ∈ Λ(δ → α)νAPP and N ∈ N are such that ‖f‖ ≤
N ν-a.e., then [f ]ν ∈ Λ(δ → α)νMEAN. The mapping ([f ]ν , N) 7→ [f ]ν for [f ]ν ∈ Λ(δ → α)νAPP

and N ∈ N with ‖f‖ < N ν-a.e. is ([[δ → α]νAPP, νN], [δ → α]νMEAN)-computable.

Proof. We need to demonstrate how to compute a (δ, α)νMEAN-realization Φ of a mapping f from
any given (δ, α)νAPP-realization φ of f and any given N with ‖f‖ < N ν-a.e. We can assume
N > 0. Fix an m0 ∈ N such that ‖α(m0)‖ ≤ N . For any given (n, p) ∈ dom(φ), we can
semidecide the conditions ‖(α ◦ φ)(n, p)‖ < 3N + 1 and ‖(α ◦ φ)(n, p)‖ > 3N ; we can
hence compute a function φ′ : N × TYPE(δ) → N such that for all (n, p) ∈ dom(φ), one has
(n, p) ∈ dom(φ′) and

φ′(n, p) ∈ {φ(n, p),m0},
‖(α ◦ φ)(n, p)‖ ≥ 3N + 1 =⇒ φ′(n, p) = m0,

‖(α ◦ φ)(n, p)‖ ≤ 3N =⇒ φ′(n, p) = φ(n, p).

Note that ‖(α ◦ φ′)(n, p)‖ ≤ 3N + 1 for all (n, p), and so

(∀ (n, p) ∈ dom(φ))(∀ a ∈ B(0, N)) (‖(α ◦ φ′)(n, p)− a‖ ≤ 4N + 1). (5.7)

We shall show that also

(∀ (n, p) ∈ dom(φ))(∀ a ∈ B(0, N)) (‖(α ◦ φ′)(n, p)− a‖ ≤ ‖(α ◦ φ)(n, p)− a‖). (5.8)

If φ′(n, p) = φ(n, p), the claim is trivial. Otherwise, φ′(n, p) = m0 and ‖(α ◦ φ)(n, p)‖ > 3N ;
then

‖(α ◦ φ)(n, p)− a‖ ≥ ‖(α ◦ φ)(n, p)‖ − ‖a‖ > 2N ≥ ‖α(m0)− a‖ = ‖(α ◦ φ′)(n, p)− a‖.
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By assumption f(x) ∈ B(0, N) for ν-a.e. x ∈ X; in view of this and using (5.7) and (5.8), we
deduce

e(f, δ, φ′n, ·) ≤ min(e(f, δ, φn, ·), 4N + 1) ν-a.e.

This yields ∫ ∗
e(f, δ, φ′n, ·) dν ≤

∫ ∗
[e(f,δ,φ′n,·)>2−n]

(4N + 1) +

∫ ∗
[e(f,δ,φ′n,·)≤2−n]

2−n

≤ ν∗([e(f, δ, φn, ·) > 2−n])(4N + 1) + 2−nν(X)

≤ 2−n(4N + 1 + ν(X))

for all n ∈ N. A suitable Φ is hence given by

Φ(n, p) := φ′(n+ dlog(4N + 1 +M)e, p),

whereM ∈ N is an arbitrary upper bound of ν(X). Clearly, the map φ 7→ Φ is computable.

The question whether AE-computability implies MEAN/AE-computability leads to the ques-
tion whether plain computability implies MEAN-computability. There are patholocial cases in
which this is not the case: Consider for example a measure ν on [0; 1] which is not locally finite
in 0, a computable constant c ∈ R \ Q, and the constant function f(x) := c on [0; 1]; then it
is easy to see that f is (ρR|[0;1], ρR)-computable but not (ρR, νQ)νMEAN-continuous. But if ν is
σ-finite (in an effective sense), a reduction can be proved:

Proposition 5.21. Suppose that there is a sequence (Un)n ∈ 2X such that the multi-mapping
g : X ⇒ N with

g(x) 3 n :⇐⇒ x ∈ Un
is well-defined and (δ, νN)-computable, and there is a [νN]ω-computable sequence (Mn)n such
that ν∗(Un) ≤Mn for every n. Then

(1) Λ(δ → αCauchy)
ν ⊆ Λ(δ → α)νMEAN and [δ → αCauchy]

ν ≤ [δ → α]νMEAN.

(2) Λ(δ → αCauchy)
ν
AE ⊆ Λ(δ → α)νMEAN/AE and [δ → αCauchy]

ν
AE ≤ [δ → α]νMEAN/AE.

Proof. Let a [δ → αCauchy]
ν-name (for item (1)) or a [δ → αCauchy]

ν
AE-name (for item (2)),

respectively, of some [f ]ν be given. This name is an encoded oracle that provides the necessary
information to evaluate a mapping ψ :⊆ TYPE(δ) → Nω such that there is a set A ∈ S
with dom(ψ) ⊇ δ−1(A) (here A = X for item (1), and A is the complement of a set N with
ν(N) = 0 for item (2)) and

(x ∈ A ∧ δ(p) = x) =⇒ (αCauchy ◦ ψ)(p) = f(x) for ν-a.e. x.

In view of the definition of the representation αCauchy, we can compute a mapping

φ :⊆ N× TYPE(δ)→ N
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such that dom(φ) ⊇ N× δ−1(A) and

(∀ p ∈ δ−1(A))(∀n ∈ N) (d((α ◦ φn)(p), (αCauchy ◦ ψ)(p)) ≤ 2−n),

and thus
x ∈ A =⇒ (∀n ∈ N) (e(f, δ, φn, x) ≤ 2−n) for ν-a.e. x.

Let c be a computable realization of g. For every (n, p) ∈ N× δ−1(A), put

Φ(n, p) := φ(n+ dlogMc(p)e+ 1, p).

We can clearly compute this Φ on N × δ−1(A). It remains to show that Φ is a (δ, α)νMEAN-
realization or (δ, α)νMEAN/AE-realization, respectively, of f . This follows from the estimate∫ ∗

A

e(f, δ,Φn, x) ν(dx) ≤
∫ ∗
A

sup
r
χUr(x)e(f, δ, φn+dlogMre+1, x) ν(dx)

≤
∫ ∗
A

∞∑
r=0

χUr(x)e(f, δ, φn+dlogMre+1, x) ν(dx)

≤
∞∑
r=0

∫ ∗
A∩Ur

e(f, δ, φn+dlogMre+1, x) ν(dx)

≤
∞∑
r=0

Mr2
−(n+dlogMre+1)

≤ 2−n.

We have seen that APP- and APP/AE-continuity are typically equivalent (see Corollary 5.14).
It is an obvious question whether there then is a computable reduction from APP/AE to APP
(and hence from AE to APP and from MEAN/AE to APP). We will prove that such a reduction
exists under suitable effectivity requirements on the underlying space and measure. To this end,
we first exhibit sufficient conditions in the following lemma. In the proof of Theorem 5.23, we
then show that these conditions are fulfilled for an important class of spaces and measures.

Lemma 5.22. Suppose that TYPE(δ) = Nω and8 ζ is a representation of a certain system
F ⊆ 2X of subsets of X such that

(1) the set {(x, U) ∈ X ×F : x ∈ U} is [δ, ζ]-c.e.; and

(2) there is a [ζ]ω-computable sequence (Ur)r ∈ Fω such that X =
⋃
r Ur; and

8With some technical modifications, the lemma can also be proved for TYPE(δ) = N.
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(3) from any prefix-free sequence (w`)` of elements of N<ω with

µ∗

(
X \

⋃
`

δ(w`Nω)

)
= 0 (5.9)

and any r, k ∈ N, one can [ζ]ω-compute a sequence (V`)` ∈ Fω and ζ-compute a set
Ṽ ∈ F , such that

Ur ⊆
⋃
`

V` ∪ Ṽ

and µ∗(L) ≤ 2−k, where

L := Ur ∩

(
Ṽ ∪

⋃
`

(V` \ δ(w`Nω))

)
.

Then [δ → α]µ
∗

APP/AE ≤ [δ → α]µ
∗

APP.

Proof. Let a [δ → α]µ
∗

APP/AE-name of some [f ]µ∗ be given, that is, we are given sufficient infor-
mation to evaluate a (δ, α)µ

∗

APP/AE-realization φ′ of f . Let N be a µ∗-null set with

N× δ−1(X \N) ⊆ dom(φ′)

and
(∀n ∈ N)

(
µ∗({x ∈ X \N : e(f, δ, φ′n, x) > 2−n}) ≤ 2−n

)
.

We need to demonstrate how to compute a (δ, α)µ
∗

APP-realization φ of f . So suppose we are given
an input pair (n, p) ∈ N × dom(δ). By the standard technique of simulating φ′ on all possible
prefices of all possible inputs, we can compute two double sequences (wm,`)m,` ∈ (N<ω)ω×ω

and (am,`)m,` ∈ Nω×ω such that the following holds for all m:

(a) The sequence (wm,`)` is prefix-free; and

(b)
⋃
`wm,`Nω ⊇ δ−1(X \N); and

(c) φ′(m, q) = am,` whenever δ(q) ∈ X \N , q ∈ wm,`Nω.

For every m, put

Hm :=
⋃
`

(
{x ∈ X : d(f(x), α(am,`)) > 2−m} ∩ δ(wm,`Nω)

)
.
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Using first µ∗(N) = 0 and then property (c), we get

µ∗(Hm) = µ∗

(⋃
`

(
{x ∈ X \N : d(f(x), α(am,`)) > 2−m} ∩ δ(wm,`Nω)

))
≤ µ∗

(
{x ∈ X \N : e(f, δ, φ′m, x) > 2−m}

)
≤ 2−m.

By properties (a) and (b), the sequence (wm,`)` fulfills the requirements of item (3) for every m,
so we can compute sequences (Vm,`,r,k)m,`,r,k and (Ṽm,r,k)m,r,k of sets in F such that

(∀m, r, k ∈ N)

(
Ur ⊆

⋃
`

Vm,`,r,k ∪ Ṽm,r,k and µ∗(Lm,r,k) ≤ 2−k

)
,

where

Lm,r,k := Ur ∩

(
Ṽm,r,k ∪

⋃
`

(Vm,`,r,k \ δ(wm,`Nω))

)
.

φ(n, p) is now computed as follows: First find an r0 such that δ(p) ∈ Ur0 , then put m0 := n+1,
k0 := n+ r0 + 2 and find a set

A ∈ {Vm0,`,r0,k0 : ` ∈ N} ∪ {Ṽm0,r0,k0}

with δ(p) ∈ A. In case that A is Ṽm0,r0,k0 , put out an arbitrary a ∈ dom(α); in case that A is
Vm0,`0,r0,k0 for some `0, put out am0,`0 .

We have to verify that the φ computed by this algorithm is correct. Suppose that the input (n, p)
has the following properties:

(d) δ(p) 6∈ Hn+1; and

(e) δ(p) 6∈
⋃
r Ln+1,r,n+r+2.

Let r0,m0, k0 be the numbers chosen (computed) in the algorithm. Then, by property (e),
δ(p) ∈ Ur0 \ Lm0,r0,k0 , which implies

δ(p) 6∈ Ṽm0,r0,k0 ∪
⋃
`

(Vm0,`,r0,k0 \ δ(wm0,`Nω)).

Hence, the set A chosen in the algorithm will necessarily have the form Vm0,`0,r0,k0 , and further-
more δ(p) ∈ δ(wm0,`0Nω). Property (d) yields that δ(p) 6∈ Hm0 , so in particular

δ(p) 6∈ {x ∈ X : d(f(x), α(am0,`0)) > 2−m0} ∩ δ(wm0,`0Nω),

which implies
δ(p) 6∈ {x ∈ X : d(f(x), α(am0,`0)) > 2−m0}.
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As φ(n, p) = am0,`0 , we arrive at

d((f ◦ δ)(p), (α ◦ φ)(n, p)) ≤ 2−m0 < 2−n.

It remains to estimate the content of the set of δ(p)’s that do not fulfill (d) and (e):

µ∗([e(f, δ, φn, ·) > 2−n]) ≤ µ∗(Hn+1)+
∞∑
r=0

µ∗(Ln+1,r,n+r+2) ≤ 2−(n+1)+
∞∑
r=0

2−(n+r+2) = 2−n.

Theorem 5.23. Let (X,ϑ) be a computably regular computable T0-space. Let ν be a Borel
measure on X such that there is a ϑO<-computable sequence (Ur)r ∈ (τϑ)ω such that X =⋃
r Ur and the sequence (νr)r of measures with

νr(A) = ν(A ∩ Ur), A ∈ B(X), r ∈ N,

is in (M0)ω and [ϑM0<]ω-computable. Then [ϑstd → α]νAPP/AE ≤ [ϑstd → α]νAPP.

Proof. It is sufficient to check that conditions (1), (2), (3) of Lemma 5.22 are fulfilled for
δ = ϑstd, µ∗ = ν∗, F = τϑ, ζ = ϑO<, and (Ur)r as in the statement of this theorem. Conditions
(1) and (2) are clearly fulfilled. We check condition (3): So let a sequence (w`)` and numbers
r, k as in condition (3) be given. Lemma 2.9 yields that we can [ϑO<]ω-compute the sequence
(V`)` with V` := ϑstd(w`Nω) for every ` ∈ N, and so we can ϑO<-compute the set Ur∩

⋃
` V`. By

the definition of ϑO<, this means that we can [ϑ]ω-compute a sequence (Wn)n with
⋃
nWn =

Ur ∩
⋃
` V`. Compute reg on each set W0,W1, . . .; let (W̃0,m, A0,m)m, (W̃1,m, A1,m)m, . . . be the

results. Then
(∀n ∈ N)

(
Wn =

⋃
m

W̃n,m

)
, (5.10)

and
(∀n,m ∈ N) (Wn,m ⊆ An,m ⊆ Wn). (5.11)

Equation (5.10) yields Ur∩
⋃
` V` =

⋃
s Ṽs, where Ṽs :=

⋃s
n,m=0 W̃n,m. We can [ϑO<]ω-compute

(Ṽs)s, and thus we can [ρR<]ω-compute (ν(Ṽs))s. By assumption (5.9), the latter sequence
converges monotonously to the number ν(Ur), which we can ρR>-compute. We can hence find
a number s0 with

ν
(
Ur \

s0⋃
n,m=0

W̃n,m

)
< 2−k. (5.12)

Consider the setA :=
⋃s0
n,m=0Am,n, which we can ϑC>-compute. Combining (5.12) and the first

inclusion in (5.11) yields ν(Ur\A) < 2−k. The second inclusion in (5.11) yieldsA ⊆ Ur∩
⋃
` V`.

Choose Ṽ = X \ A. We have

2−k > ν(Ur \ A) = ν(Ur ∩ Ṽ ) = ν

(
Ur ∩

(
Ṽ ∪

⋃
`

(V` \ δ(w`Nω))

))
and Ur ⊆

⋃
` V` ∪ Ṽ as required.
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Theorem 5.23 is in fact a generalization of a result of Parker (cf. [Par03, Theorem II]), who
proves that the characteristic function of a subset of Euclidean space is APP-computable if it is
AE-computable with respect to Lebesgue measure. Parker’s proof already contains the central
ideas of our proof of Theorem 5.23.

5.4.2 Counter-examples

We shall give strong counter-examples – i.e. examples involving functions from [0; 1] to R
and the Lebesgue measure – for the continuous reducibilities that have not been treated in the
previous subsection.

Proposition 5.24. There is a set S ⊆ [0; 1] such that χS is (ρR, νQ)λMEAN-computable but not
(ρR, ρR)λAE-continuous.

Proof. Parker (see [Par03, Theorem IV]) considers a positive-measure Cantor set S ⊆ [0; 1]
and proves that χS is (ρR, νQ)λAPP-computable but not (ρR, ρR)λAE-continuous (although he does
not use these terms). By Proposition 5.20, χS is even (ρR, νQ)λMEAN-computable.

Proposition 5.25. (1) There exists a function f : [0; 1] → R which is (ρR|[0;1], ρR)λAE- and
(ρR|[0;1], νQ)λMEAN/AE-computable but not (ρR|[0;1], νQ)λMEAN-continuous.

(2) There exists a function f : [0; 1] → R which is (ρR|[0;1], νQ)λAPP-computable but not
(ρR|[0;1], νQ)λMEAN/AE-continuous.

Proof. Recall that ρR|[0;1] is an admissible representation of [0; 1]. We can hence apply Corollary
5.18 and have that any (ρR|[0;1], νQ)λMEAN-continuous function is locally λ-integrable

For item (1), simply consider f(x) := x−1 · χ(0;1](x), which clearly is computable and MEAN-
computable on (0; 1], but not locally integrable in 0.

For item (2), we need a more elaborate example: For every a ∈ [0; 1], n ∈ N, define

fa,n(x) := (x− a)−1χ(a;a+2−n]∩[0;1](x).

Let (an)n∈N be a computable dense sequence of rationals in [0; 1]. Choose f̃ := supn∈N fan,n.
f̃ is a measurable function into R, that is not integrable on any open subset of [0; 1], because
any such open subset must contain an interval of the form [an, an + ε] =: I and one already
has

∫
I
fan,n dλ = ∞. Obviously, f̃(x) = ∞ implies that x is contained in infinitely many

of the (a, a + 2−n], and hence Cantelli’s Theorem yields λ([f̃ = ∞]) = 0. So, the function
f := f̃ · χ[f̃ 6=∞] is into R and is still measurable and nowhere integrable. f |X\N is still nowhere
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AE

APP/AE

MEAN/AE

APP

MEAN

Figure 5.1: The graphic represents the transitive closure of the implications and non-
implications proved in Proposition 5.19 and Subsection 5.4.2. A solid arrow indicates com-
putable reduction, a dashed arrow indicates a strong counter-example.

integrable for any ν-null set N . So f is not (ρR|[0;1], νQ)λMEAN/AE-continuous. It remains to show
that f is (ρR|[0;1], νQ)λAPP-computable. For every n, put fn := supk≤n fak,k and note that

λ([f 6= fn]) ≤ λ
( ⋃
k>n

(ak; ak + 2−n]
)
≤

∞∑
k=n+1

2−k = 2−n.

Using this, it is sufficient to show that (fn)n is [[ρR|[0;1] → νQ]λAPP]ω-computable. (In order to
compute f with error level 2−n, compute fn+1 with error level 2−(n+1).) It is easy to see that
(fn)n is [[ρR|[0;1] → ρR]λAE]ω-computable. The claim then follows from Proposition 5.19.2 and
Theorem 5.23.

5.5 Computability of vector-valued integration

5.5.1 The Pettis integral

Recall that the cylindrical σ-algebra E(Z) on a topological vector space Z over F is the smallest
σ-algebra A on Z such that every f ∈ X∗ is (A,B(F))-measurable.

We collect a number of definitions and basic facts from [VTC87, Section II.3.1]: Suppose that
Y is a normed space over F and that f : X → Y is an (S, E(Y ))-measurable mapping such that

(∀ g ∈ Y ∗)
( ∫
|g ◦ f | dν <∞

)
. (5.13)
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Then we call an element yf of Y (Pettis) integral of f with respect to ν if

(∀ g ∈ Y ∗)
( ∫

g ◦ f dν = g(yf )
)
.

If there is an integral of f , then it is unique and we denote it by
∫
f dν. The mappings for which

the integral exists form a vector space on which f 7→
∫
f dν is linear. For real-valued f , the

Pettis integral is equal to the usual integral.

Suppose that f : X → Y is (S,B(Y ))-measurable. If∫
‖f‖ dν <∞, (5.14)

then also (5.13) is fulfilled. If
∫
f dν exists, then∥∥∫ f dν

∥∥ ≤ ∫ ‖f‖ dν.
(We will use this estimate frequently.) To ensure the existence of

∫
f dν, it is sufficient that

(5.14) holds and Y is complete.

If f has the form

f(x) =
n∑
i=1

yiχAi(x)

with y1, . . . , yn ∈ Y and disjoint subsets A1, . . . , An of X , it is easy to see that∫
f dν =

n∑
i=1

yiν(Ai).

As for usual integrals (cf. Subsection 5.1.1), we shall use the notational convention∫
f dν :=

∫
f dν,

if f is merely (Sν , E(Y ))-measurable.

5.5.2 Effective integration of MEAN-continuous functions

Under what circumstances and for what representations is (f, ν) 7→
∫
f dν computable? The

next theorem gives examples for the special case of MEAN-continuous functions on computable
T0-spaces. The corresponding integration algorithms will be uniform in both the mapping and
the measure.

Before we state the theorem, we have to make a technical
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Remark 5.26. Suppose that (X,ϑ) is a computable T0-space, Y is a normed space over F,
ν ∈M0(X), and [f ]ν ∈ Λ(ϑstd → α)νMEAN. As ν is finite, we have that MEASν∗ = B(X)ν (see
[Coh80, Exercise 1.5.9]). As ϑstd is open (cf. Lemma 2.9), one has σ(ϑ−1

std) ⊆ B(X) ⊆ B(X)ν .
Then Corollary 5.15 implies that f is (B(X)ν ,B(Y ))-measurable. It is clear that the existence
and (in case of existence) the value of

∫
f dν only depend on the equivalence class [f ]ν of f .

Theorem 5.27. Suppose that (X,ϑ) is a computable T0-space and Y is a normed space over
F such that norm, vector addition, and scalar multiplication are computable when Y is repre-
sented by αCauchy and F is represented by ρF. Put

L := {(ν, [f ]ν) : ν ∈M0(X), [f ]ν ∈ Λ(ϑstd → α)νMEAN,

∫
f dν exists}.

Let Ξ be the representation of L defined ad-hoc by

Ξ〈p, q〉∗∗ = (ν, f) :⇐⇒ ϑM0(p) = ν and [ϑstd → α]νMEAN(q) = [f ]ν .

(1) ((ν, [f ]ν), K) 7→
∫
f dν for (ν, [f ]ν) ∈ L and K ∈ τκϑ such that f vanishes ν-a.e. outside

K is ([Ξ, ϑK>], αCauchy)-computable.

(2) ((ν, [f ]ν), b) 7→
∫
f dν for (ν, [f ]ν) ∈ L and b ∈ N such that ‖f‖ ≤ b ν-a.e. is

([Ξ, νN], αCauchy)-computable.

(3) ((ν, [f ]ν), c) 7→
∫
f dν for (ν, [f ]ν) ∈ L and c =

∫
‖f‖ dν is ([Ξ, ρR>], αCauchy)-comput-

able.

Proof. The proofs of items (1), (2), and (3) start the same: Let (ν, [f ]ν) be the Ξ-encoded input;
so we are in particular given an (ϑstd, α)νMEAN-realization Φ of f . It is sufficient to demonstrate
how to αCauchy-compute a 2−k-approximation to

∫
f dν for any given k ∈ N. So fix an arbitrary

k (it will be clear that the construction is uniform in k). By simulation of Φk+2, we can compute
a prefix-free sequences (w`)` ∈ (N<ω)ω and a sequence (a`)` ∈ Nω such that dom(ϑstd) ⊆⋃
`w`Nω – and hence

X =
⋃
`

ϑstd(w`Nω)

– and such that Φk+1 is constantly equal to a` on w`Nω∩dom(ϑstd) for every ` ∈ N. By Lemma
2.9, we can [ϑO<]ω-compute the sequence (V`)` with V` := ϑstd(w`Nω) for every `. Note that

(∀x ∈ X)
(
e(f, δ,Φk+2, x) = sup

`
χV`(x)‖f(x)− α(a`)‖

)
. (5.15)

It follows from the definition of ϑM0 that we can [ϑO<]ω-compute a sequence (Wn)n such that

(∀ ` ∈ N)
(
V` =

⋃
m

W〈`,m〉∗∗
)
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and such that we can compute ν on algebraic expressions of the Wn. Hence, if we put

An := Wn \
⋃
i<n

Wi

for every n, we can [ρR]ω-compute the sequence (ν(An))n. Define v〈`,m〉∗∗ := α(a`) for all
`,m ∈ N. Then define s : X → Y by

s(x) :=
∞∑
n=0

χAn(x) · vn.

The definitions of the An and Vn and equation (5.15) yield∫
‖f − s‖ dν =

∫ ∥∥f(x)−
∞∑
n=0

χAn(x) · vn
∥∥ ν(dx)

=

∫
sup
n
χAn(x)‖f(x)− vn‖ ν(dx)

≤
∫

sup
n
χWn(x) · ‖f(x)− vn‖ ν(dx)

=

∫
sup
`
χV`(x) · ‖f(x)− α(a`)‖ ν(dx)

=

∫ ∗
e(f, δ,Φk+2, x) ν(dx)

≤ 2−(k+2).

(5.16)

For every n ∈ N, put

Bn :=
⋃
i≤n

Ai =
⋃
i≤n

Wi,

yn :=
n∑
i=0

ν(Ai)vi,

sn(x) := χBn(x) · s(x) =
n∑
i=0

χAi(x) · vi.

One immediately verifies that the sequence (yn)n can be [αCauchy]
ω-computed, and that

∫
sn dν =

yn for every n. Combining this with (5.16) yields for every n:∥∥∫ f dν − yn
∥∥ ≤ ∫ ‖f − sn‖ dν =

∫
χX\Bn · ‖f‖ dν +

∫
χBn · ‖f − s‖ dν

≤
∫
χX\Bn · ‖f‖ dν + 2−(k+2).

So it is sufficient to compute an n such that∫
χX\Bn · ‖f‖ dν ≤ 2−(k+1) + 2−(k+2). (5.17)
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For item (1): LetK be the ϑK>-encoded additional input. We can [ϑO<]ω-compute the sequence
(Bn)n. As (Bn)n is ascending and covers X , we can effectively choose n such that K ⊆ Bn.
By the assumption on K, we have that f vanishes ν-a.e. outside Bn. Thus the left-hand side of
(5.17) is equal to zero.
For item (2): Recall that ϑM0 ≤ ϑM0<, and so we can [ρR<]ω-compute the sequence (ν(Bn))n.
As we can also ρ-compute ν(X), we can effectively find an n such that

ν(X \Bn) ≤ b−1(2−(k+1) + 2−(k+2)).

For this n, (5.17) is fulfilled.
For item (3): From (5.16) and by Monotone Convergence, it follows that

2−(k+2) ≥
∫
‖f‖ dν −

∫
‖s‖ dν =

∫
‖f‖ dν − lim

n→∞

∫
χBn · ‖s‖ dν.

The sequence under the limit on the right-hand side can be [ρR]ω-computed because∫
χBn · ‖s‖ dν =

∫
‖sn‖ dν =

n∑
i=0

ν(Ai)‖vi‖

for every n. By assumption, we are given a ρR>-name of
∫
‖f‖ dν, so we can effectively find

an n such that

2−(k+1) ≥
∫
‖f‖ dν −

∫
‖sn‖ dν.

This estimate and (5.16) finally yield∫
χX\Bn · ‖f‖ dν

=
( ∫
‖f‖ dν −

∫
χBn · ‖s‖ dν

)
+
( ∫

χBn · ‖s‖ dν −
∫
χBn · ‖f‖ dν

)
≤ 2−(k+1) + 2−(k+2).

In view of Theorem 2.29, we have the following corollary:

Corollary 5.28. If the space (X,ϑ) in the previous theorem is computably regular, then the
theorem still holds true if the definition of Ξ is changed in the following way:

Ξ〈p, q〉∗∗ = (ν, [f ]ν) :⇐⇒ ϑM0<(p) = ν and [ϑstd → α]νMEAN(q) = [f ]ν .
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5.6 Composition of probabilistically computable mappings

We will now prove two theorems on APP-computability of compositions of mappings. The
first result is a partial answer to the natural question whether the composition of two APP-
computable mappings is still APP-computable. We will see the APP/AE-concept arise natu-
rally. The second result is (a uniform version of) the observation that APP-computability is
preserved under composition with computable mappings with a computable modulus of uni-
form continuity.

Theorem 5.29. Let (Z, d′, α′) be another computable metric space. Let f : X → Y and
g : Y → Z be mappings. If f is (δ, α)µ

∗

APP-computable and g is (αCauchy, α
′)µ
∗◦f−1

APP -computable,
then g ◦ f is (δ, α′)µ

∗

APP/AE-computable.

Proof. Let φ be a (δ, α)µ
∗

APP-realization of f . Consider the mapping

a :⊆ N× Nω → Nω, a(n, p) := (φ(n+ k + 1, p))k.

For every p ∈ dom(δ) with

(∀ k ∈ N) (d((α ◦ φ)(n+ k + 1, p), (f ◦ δ)(p)) ≤ 2−(k+1)),

we have that a(n, p) is a Cauchy name of (f ◦ δ)(p). This observation, in connection with the
definition of the local error, yields that, for every n, the set

Rn := {x ∈ X : (∃ p ∈ δ−1{x}) (a(n, p) /∈ α−1
Cauchy{f(x)})}

is contained in the set ⋃
k

[e(f, δ, φn+k+1, ·) > 2−(k+1)];

our assumption on φ then yields

µ∗(Rn) ≤ µ∗
(⋃

k

[e(f, δ, φn+k+1, ·) > 2−(k+1)]
)

≤
∞∑
k=0

µ∗([e(f, δ, φn+k+1, ·) > 2−(n+k+1)])

≤
∞∑
k=0

2−(n+k+1) = 2−n.

(5.18)

Now let φ′ be a (αCauchy, α
′)µ
∗◦f−1

APP -realization of g. Consider the mapping φ̃ :⊆ N × Nω → N,
computed by the following procedure: “On input (n, p) ∈ N×Nω, run a dovetailed process that
simulates the computation of a machine for φ′ on all inputs (n+ 1, a(n+m+ 2, p)), m ≥ 0. As
soon as the first such simulation halts, put out its output and halt.” φ̃ is surely defined on every
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(n, p) with p ∈ dom(δ) and δ(p) 6∈
⋂
mRn+m+2, because in this case there surely is an m such

that a(n+m+ 2, p) ∈ dom(αCauchy). Hence, if we put

N :=
⋃
n

⋂
m

Rn+m+2,

then N × dom(δ|X\N) ⊆ dom(φ̃). It follows easily from (5.18) that µ∗(N) = 0. In order to
show that φ̃ is a (δ|X\N , α′)µ

∗◦f−1

APP -realization of g ◦ f |X\N , it remains to prove

(∀n ∈ N)
(
(µ∗ ◦ f−1)({x ∈ X \N : e(g ◦ f, δ, φ̃n, x) > 2−n}) ≤ 2−n

)
. (5.19)

If for some n ∈ N, x ∈ X , we have that both the conditions

(∀ p ∈ δ−1{x})(∀m ∈ N)
(
a(n+m+ 2, p) ∈ α−1

Cauchy{f(x)}
)

and
(∀ q ∈ α−1

Cauchy{f(x)})
(
d′((α′ ◦ φ′)(n+ 1, q), (g ◦ f)(x)) ≤ 2−(n+1)

)
are fulfilled, then it follows from the construction of our procedure for φ̃ that

(∀ p ∈ δ−1{x})
(
d′((α′ ◦ φ̃)(n, p), (g ◦ f)(x)) ≤ 2−(n+1) ≤ 2−n

)
.

By the definition of the local error, this implies

{x ∈ X \N : e(g ◦ f, δ, φ̃n, x) > 2−n}

⊆
⋃
m

Rn+m+2 ∪ {x ∈ X : e(g, αCauchy, φ
′
n+1, f(x)) > 2−(n+1)}.

Condition (5.19) is hence fulfilled because

µ∗

(⋃
m

Rn+m+2

)
≤ 2−(n+1)

by (5.18), and
(µ∗ ◦ f−1)[e(g, αCauchy, φ

′
n+1, ·) > 2−(n+1)] ≤ 2−(n+1)

by assumption.

Proposition 5.30. Let (Z, d′, α′) be another computable metric space. The mapping

([f ]µ∗ , g) 7→ [g ◦ f ]µ∗

for f ∈ Λ(δ → α)µ
∗

APP and total g ∈ C(Y, Z)uni is

([[δ → α]µ
∗

APP, [αCauchy → α′Cauchy]uni], [δ → α′]µ
∗

APP)-computable.



5.6. COMPOSITION OF PROBABILISTICALLY COMPUTABLE MAPPINGS 105

Proof. Let φ be the given (δ, α)µ
∗

APP-realization of f , and let m : N → N be the given modulus
of uniform continuity of g. A (δ, α′)µ

∗

APP-realization φ′ of g ◦ f can be computed as follows: On
input (n, p) ∈ N× dom(δ), compute an a ∈ N such that

d′(α(a), (g ◦ φ)(max{n,m(n+ 1)}, p)) < 2−(n+1)

and put it out. In order to see that this procedure is correct, note that for all n ∈ N and
p ∈ dom(δ)

d((f ◦ δ)(p), φ(max{n,m(n+ 1)}, p)) ≤ 2−m(n+1)

=⇒ d′((g ◦ f ◦ δ)(p), (g ◦ φ)(max{n,m(n+ 1)}, p)) ≤ 2−(n+1)

=⇒ d′((α ◦ φ′)(n, p), (g ◦ f ◦ δ)(p)) ≤ 2−n.

This implies that for every n

[e(g ◦ f, δ, φ′, ·) > 2−n]

⊆ [e(f, δ, φmax{n,m(n+1)}, ·)) > 2−m(n+1)]

⊆ [e(f, δ, φmax{n,m(n+1)}, ·)) > 2−max{n,m(n+1)}].

It remains to note that, by assumption, the set on the right-hand side has µ∗-content at most
2−max{n,m(n+1)} ≤ 2−n.

The next result is on the computability of measures induced by APP-computable mappings. We
have to make a technical remark similar to the one preceding Theorem 5.27:

Remark 5.31. Suppose that (X,ϑ) is a computable T0-space, ν ∈ M0(X), and [f ]ν ∈
Λ(ϑstd → α)νAPP. We have that f is (B(X)ν ,B(Y ))-measurable, which can be seen similarly
as in Remark 5.26 (just invoke Proposition 5.12 instead of Corollary 5.15). It is clear that the
image measure ν ◦ f−1 only depends on the equivalence class [f ]ν of f .

Theorem 5.32. Let (X,ϑ) be a computable T0-space. Put

L := {(ν, [f ]ν) : ν ∈M0(X), [f ]ν ∈ Λ(ϑstd → α)νAPP}.

Let Ξ be the representation of L ad-hoc defined by

Ξ〈p, q〉∗∗ = (ν, f) :⇐⇒ ϑM0(p) = ν and [ϑstd → α]νAPP(q) = [f ]ν .

The mapping (ν, [f ]ν) 7→ ν ◦ f−1 for (ν, [f ]ν) ∈ L is (Ξ, ϑαM0<
)-computable.

Proof. It follows from the definition of ϑαM0<
that it is sufficient to demonstrate how to ρ<-

compute the ν ◦ f−1-content of any open set

V =
m⋃
i=1

B(xi, ri)
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given an [α, νQ]<ω-name of (xi, ri)
m
i=1 ∈ (Rα × (Q ∩ (0;∞)))<ω, a ϑM0-name of ν and a

[ϑstd → α]νAPP-name of f . It is easy to see that, for every i ∈ {1, . . . ,m} and n ∈ N, we can
[αCauchy → ρR]uni-compute the function

gi,n(x) := max{0,min{1, 2n(ri − d(xi, x))}}.

The sequence (gi,n)n converges pointwise monotonously increasing to the characteristic func-
tion of B(xi, ri). For every n ∈ N, we can [αCauchy → ρR]uni-compute the function

gn(x) := max
1≤i≤m

gi,n(x).

We have 0 ≤ gn ≤ 1 and9 gn ↗ χV , and hence by Monotone Convergence∫
gn ◦ f dν =

∫
gn d(ν ◦ f−1)↗

∫
χV d(ν ◦ f−1) = (ν ◦ f−1)(V ).

It is hence sufficient to demonstrate how to [ρR]ω-compute the sequence (
∫
gn ◦ f dν)n. It

follows from Proposition 5.30 that we can [[ϑstd → νQ]νAPP]ω-compute the sequence (gn ◦ f)n.
The sequence is uniformly bounded by 1, so we can even [[ϑstd → νQ]νMEAN]ω-compute it by
Proposition 5.20. The corresponding sequence of integrals can now be computed by Theorem
5.27.2.

9↗ denotes the relation “converges pointwise monotonously from below to”.



Chapter 6

Computability and Gaussian Measures

6.1 Preliminaries on Gaussian measures

6.1.1 Definition and basic facts

We recall the definition of Gaussian measures, and we also collect a number of facts that will
be needed below. Our main reference is [Bog98].

A Borel probability measure γ on R is called Gaussian if there is an a ∈ R such that γ is the
Dirac measure δa concentrated in a (i.e. δa(A) = χA(a) for all A ∈ B(R)) or γ has a density
(with respect to λ) of the form

t 7→ 1

σ
√

2π
exp

(
−(t− a)2

2σ2

)
for some σ > 0. It is well-known that in this case a =

∫
x γ(dx) and σ2 =

∫
(x− a)2 γ(dx). If

a = 0 and σ = 1, one speaks of the standard Gaussian measure.

This definition extends to measures on locally convex spaces. Recall that a topological vector
space is locally convex if it is Hausdorff and every neighborhood of every element of the space
contains a convex neighborhood of that element (see [Sch99]). So let us fix a locally convex
space X over R.

A measure γ defined on the cylindrical σ-algebra E(X) is called Gaussian if all measures of
the form γ ◦ f−1 with f ∈ X∗ are Gaussian on R (cf. [Bog98, Definition 2.2.1(ii)]).

We note here that trivially always E(X) ⊆ B(X); for E(X) = B(X), it is sufficient that X is a
separable normed space (see [VTC87, Theorem I.2.2(a), p. 17]).
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Associated with every Gaussian measure γ are linear mappings aγ ∈ (X∗)′ and Rγ : X∗ →
(X∗)′ (where (X∗)′ is the algebraic dual of X∗) with

aγ(f) :=

∫
f(x) γ(dx)

and
Rγ(f)(g) :=

∫
(f(x)− aγ(f))(g(x)− aγ(g)) γ(dx).

aγ is called the mean and Rγ the covariance of γ. If aγ ≡ 0, one calls γ centered.

Lemma 6.1. Suppose that X is a separable normed space and γ is centered Gaussian on X .
Then ∫

‖x‖p γ(dx) <∞

for every 1 ≤ p <∞.

Proof. We learn from [Bog98, Theorem 2.8.5] that there is an α > 0 such that∫
exp(α‖ · ‖2) dγ <∞.

There exists an N > 0 such that exp(αr2) ≥ rp whenever r > N . This yields∫
‖ · ‖p dγ =

∫
[‖·‖>N ]

‖ · ‖p dγ +

∫
[‖·‖≤N ]

‖ · ‖p dγ ≤
∫

exp(α‖ · ‖2) dγ +Np <∞.

Recall that a measure µ on B(X) is Radon if, for every A ∈ B(X) and every ε > 0, there is a
compact Kε ⊆ A such that γ(A \Kε) < ε. A measure γ on B(X) is called Radon Gaussian
if it is Radon and its restriction to E(X) is Gaussian. If X is a separable Banach space, then all
Gaussian measures on X are automatically Radon Gaussian (see [VTC87, Theorem I.3.1(b), p.
29]).

For the next lemma, recall that B(X)γ is the completion of B(X) with respect to γ (see Sub-
section 5.1.1).

Lemma 6.2. Suppose that γ is centered Radon Gaussian on X . Let Y be another locally
convex space. The distribution γ ◦ F−1 of any (B(X)γ,B(Y ))-measurable linear F : X → Y
is centered Gaussian on Y .

Lemma 6.2 is a simple consequence of [Bog98, Proposition 2.10.3] which itself has a short
proof. Earlier proofs in [Vak91, KRW91] were more involved.

Proof of Lemma 6.2. Let f ∈ Y ∗ be arbitrary. We have to show that (γ ◦F−1)◦f−1 is Gaussian
on R. This measure is of course equal to γ ◦ (f ◦ F )−1. Note that f ◦ F is a (B(X)γ,B(R))-
measurable linear functional. [Bog98, Proposition 2.10.3] tells us that the distribution of such
a functional is centered Gaussian.
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6.1.2 The structure of measures and measurable linear operators

For any Gaussian measure γ on X , denote by X∗γ the reproducing kernel Hilbert space of γ,
which is the closure of the set

{f − aγ(f) : f ∈ X∗}

embedded into the Hilbert space L2(γ) (cf. [Bog98, p. 44]). Being a closed subspace of L2(γ),
X∗γ is itself a Hilbert space. The operator Rγ can also be defined on X∗γ :

Rγ(f)(g) :=

∫
f(x)(g(x)− aγ(g)) γ(dx), f ∈ X∗γ , g ∈ X∗.

If γ is a Radon Gaussian measure on X , then aγ and Rγ(f) (f ∈ X∗γ ) are evaluation functionals
induced by certain points of X (see [Bog98, Theorem 3.2.3]). We shall in this case identify the
functionals aγ and Rγ(f) with the corresponding points. This way, the mapping Rγ embeds X∗γ
into X; this embedding is continuous (see [Bog98, Corollary 3.2.4]). The embedded copy of
X∗γ in X is the Cameron-Martin space H(γ) of γ. For every h ∈ H(γ), we denote by ĥ the
unique element of X∗γ with Rγ(ĥ) = h. The norm | · |H(γ) on H(γ) is given by

|h|H(γ) :=

(∫
|ĥ|2 dγ

)1/2

(cf. [Bog98, p. 44 and Lemma 2.4.1]). Is it known that the Hilbert spaces X∗γ and H(γ) are
separable (see [Bog98, Theorem 3.2.7]).

The structure of Radon Gaussian measures can be understood very well via the Cameron-Martin
space. For the following result see [Bog98, Theorem 3.5.1]:

Proposition 6.3. Let γ be a centered Radon Gaussian measure on a locally convex spaceX . Let
(en)n be an orthonormal basis ofH(γ) and (ξn)n a sequence of independent standard Gaussian
random variables over a probability space (Ω,S, P ). Then the series

∑
n ξnen converges P -a.e.

to some (S,B(X))-measurable F : Ω→ X , and γ = P ◦ F−1.

We next examine the structure of measurable linear mappings. (The results will not be needed
before Chapter 7.) We first quote [Bog98, Theorem 3.7.3(i), Theorem 3.7.6]:

Proposition 6.4. Let γ be a centered Radon Gaussian measure on a locally convex space X .
Let (en)n be an orthonormal basis of H(γ).

(1) Let F : X → X be a (B(X)γ,B(Y ))-measurable linear operator and µ = γ ◦F−1. Then
F maps H(γ) continuously onto H(µ).
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(2) Let A be a continuous linear operator on H(γ). A extends to a (B(X)γ,B(X))-measur-
able linear mapping Â : X → X such that γ ◦ Â−1 is Radon Gaussian and

Âx =
∞∑
n=0

ên(x)Aen γ-a.e.

Any two (B(X)γ,B(X))-measurable linear extensions of A that induce Radon measures
coincide.

Via a simple technical trick, we can get the following result out of the preceding proposition:

Theorem 6.5. Let γ be a centered Radon Gaussian measure on X . Let Y be another locally
convex space and F : X → Y a (B(X)γ,B(Y ))-measurable linear mapping such that µ =
γ ◦ F−1 is Radon. Let (en)n be an arbitrary orthonormal basis of H(γ). Then

F (x) =
∞∑
n=0

ên(x)F (en) γ-a.e. (6.1)

We believe that this fact is well-known among experts though we have not found it explicitly
in the literature. The special case when X and Y are separable Banach spaces was proved in
[Vak91].

In the proof, we will have to deal with the problem that the product σ-algebra B(X) ⊗ B(Y )
is in general a proper subset of B(X × Y ) (see [VTC87, Section I.1.3]). The following fact
(which is also implicit in [VTC87, Lemma I.4.1, p. 60]) will be useful:

Lemma 6.6. Suppose a ∈ X and A ∈ B(X × Y ). Define the section

Aa := {y ∈ Y : (a, y) ∈ A}.

Then Aa ∈ B(Y ).

Proof. Fix an a ∈ X . The set

{B ∈ B(X × Y ) : Ba ∈ B(Y )}

is easily seen to form a σ-algebra. It is hence sufficient to show that it contains the open subsets
of X × Y , because these generate B(X × Y ). So let an open B ⊆ X × Y be given. The
rectangular open sets form a basis of the topology ofX×Y , soB can be written as

⋃
α(Vα×Wα)

for certain open sets Vα ⊆ X and Wα ⊆ Y . Now Ba =
⋃
{Wα : a ∈ Vα}, so Ba is open and

in particular in B(Y ).
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Proof of Theorem 6.5. We learn from [Bog98, Example 3.1.7] that the product measure γ ⊗ µ
defined on the σ-algebra B(X)⊗B(Y ) extends uniquely to a centered Radon Gaussian measure
ρ on B(X × Y ); furthermore, H(ρ) is the Hilbert direct sum (H(γ) × H(µ))2, which means
H(ρ) = H(γ) × H(µ) and |(h1, h2)|2H(ρ) = |h1|2H(γ) + |h2|2H(µ). Let (gn)n be an arbitrary
orthonormal basis ofH(µ); then (an)n with a2n = (en, 0) and a2n+1 = (0, gn) is an orthonormal
basis of H(ρ).

Consider the operator G : X × Y → X × Y with G(x, y) := (0, F (x)). Note that

(∀A ∈ B(X × Y )) (G−1(A) = F−1(A0)× Y ) (6.2)

where A0 = {y ∈ Y : (0, y) ∈ A}.

We will prove three statements: (i) G is (B(X × Y )ρ,B(X × Y ))-measurable. (ii) The distri-
bution ρ ◦G−1 of G extends δ0 ⊗ µ. (iii) ρ ◦G−1 is Radon.

Proof of (i): Let A ∈ B(X × Y ) be arbitrary. Then G−1(A) = F−1(A0) × Y by (6.2). The
auxiliary lemma yields A0 ∈ B(Y ), so F−1(A0) ∈ B(X)γ . We can write F−1(A0) as the union
of a B ∈ B(X) and a γ-null set N . Then

G−1(A) = B × Y ∪ N × Y.

Clearly, B × Y ∈ B(X × Y ), and N × Y is ρ-null. This implies G−1(A) ∈ B(X × Y )ρ.

Proof of (ii): Let A ∈ B(X) ⊗ B(Y ) be a rectangular set, i.e. A = V × W with certain
V ∈ B(X), W ∈ B(Y ). Equation (6.2) yields

(ρ ◦G−1)(A) = ρ(F−1(A0)× Y ) = γ(F−1(A0)) = µ(A0) = χV (0)µ(W ) = (δ0 ⊗ µ)(A).

The restriction of ρ ◦G−1 to B(X)×B(Y ) is hence equal to δ0⊗ µ (because product measures
are uniquely defined by their values on rectangles).

Proof of (iii): Let A ∈ B(X × Y ) and ε > 0 be arbitrary. As µ is Radon by assumption and
A0 ∈ B(Y ) by the auxiliary lemma, there exists a compact K ⊆ A0 such that µ(A0 \K) < ε.
{0} ×K is a compact subset of A. Furthermore

(ρ ◦G−1)(A \ ({0} ×K)) = µ(A0 \K) < ε.

So ρ ◦G−1 is Radon.

Statement (i) allows us to invoke Proposition 6.4.1, which yields thatGmapsH(ρ) continuously
onto H(ρ◦G−1). By statements (ii) and (iii) and (again) [Bog98, Example 3.1.7], we know that
H(ρ ◦G−1) is the Hilbert direct sum of the trivial Hilbert space {0} and H(µ); this direct sum
is a subspace of H(ρ), so G maps H(ρ) continuously into itself. Proposition 6.4.2 yields that

G(x, y) =
∞∑
n=0

ân(x, y)G(an) ρ-a.e.
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The left-hand side of this equation is equal to (0, F (x)); the right-hand side is equal ρ-a.e. to

∞∑
n=0

ên(x)(0, F (en)) =

(
0,
∞∑
n=0

ên(x)F (en)

)

because G(an) = (0, 0) for odd n and ân(x, y) = ên(x) ρ-a.e. for even n. This directly implies
(6.1).

Let us introduce the following notation: If (Ω,S, ν) is a measure space, X is a normed space,
F : Ω→ X is (Sν ,B(X))-measurable, and 1 ≤ p <∞, then

‖F‖p,ν :=

(∫
‖F‖p dν

)1/p

.

The convergence in (6.1) can be strengthened in certain situations. We will deduce this from
the following general result, which is found in [VTC87, Corollary 2 of Theorem V.3.2, p. 293].

Lemma 6.7. Let X be a separable normed space and (cn)n ∈ Xω. Let (ξn)n be a sequence of
independent random variables with mean zero on some probability space (Ω,S, P ). Suppose
that the series

∑
n ξncn converges P -a.e. to an (S,B(X))-measurable F . Then the following

are equivalent for every 1 ≤ p <∞:

(1) supn
∥∥∑n

i=0 ξici
∥∥
p,P

<∞;

(2) ‖F‖p,P <∞;

(3) limn→∞
∥∥F −∑n

i=0 ξici
∥∥
p,P

= 0.

Corollary 6.8. Let γ be a centered Radon Gaussian measure on X . Let Y be a separable
Banach space and F : X → Y a (B(X)γ,B(Y ))-measurable linear mapping. Let (en)n be an
arbitrary orthonormal basis of H(γ). Then the series

∑
n ênF (en) converges to F γ-a.e. and

lim
n→∞

∥∥F − n∑
i=0

êiF (ei)
∥∥
p,γ

= 0 (6.3)

for every 1 ≤ p <∞.

The special case whenX is a separable Banach space, Y is a separable Hilbert space, and p = 2
appeared in [Wer91, Section 7.5.1].



6.1. PRELIMINARIES ON GAUSSIAN MEASURES 113

Proof of Corollary 6.8. As Y is a separable Banach space, we have that γ◦F−1 is automatically
Radon (see [VTC87, Theorem I.3.1(b), p. 29]). Theorem 6.5 hence yields that

∑
n ênF (en)

converges to F γ-a.e. Consider the family {ên}n of random variables. Any linear combination
of members of this family is in X∗γ and is hence Gaussian (see [Bog98, Lemma 2.2.8]). So
(ên)n is a Gaussian process on N in the sense of [Kal02, Chapter 13]. By assumption, the ên
are pairwise orthogonal in L2(γ), that is, their pairwise covariance is zero. We now learn from
[Kal02, Lemma 13.1] that {ên}n is an independent family of random variables. We also know
from Lemma 6.2 in connection with Lemma 6.1 that∫

‖F‖p dγ =

∫
‖x‖p (γ ◦ F−1)(dx) <∞.

The claim now follows from Lemma 6.7 (implication (2)⇒ (3)).

Remark 6.9. Under the assumptions of the previous proposition, X∗γ is the L2(γ) closure of
X∗. One can hence choose an orthonormal basis (en)n of H(γ) such that the (ên)n are elements
of X∗.

6.1.3 Gaussian measures on separable Hilbert spaces

We start with a useful formula:

Lemma 6.10. Let X be a Hilbert space, (ξn)n a sequence of real random variables with mean
zero, variance one, and pairwise covariance zero over some probability space (Ω,S, P ), and
(cn)n ∈ Xω a sequence. Suppose that there is a (S,B(X))-measurable F such that

lim
n→∞

∥∥F − n∑
i=0

ξici
∥∥

2,P
= 0.

Then ∥∥F − n−1∑
i=0

ξici
∥∥2

2,P
= ‖F‖2

2,P −
n−1∑
i=0

‖ci‖2

for every n ∈ N.

Proof. First note that for all 0 ≤ n ≤ m, we have the identity

∥∥ m∑
i=n

ξici
∥∥2

2,P
=

m∑
i,j=n

〈ci | cj〉
∫
ξiξj dP =

m∑
i=n

‖ci‖2.
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Using this, we see

∥∥F − n−1∑
i=0

ξici
∥∥2

2,P
= lim

m→∞

∥∥ m∑
i=0

ξici −
n−1∑
i=0

ξici
∥∥2

2,P
= lim

m→∞

∥∥ m∑
i=n

ξici
∥∥2

2,P

= lim
m→∞

m∑
i=n

‖ci‖2 = lim
m→∞

m∑
i=0

‖ci‖2 −
n−1∑
i=0

‖ci‖2

= lim
m→∞

∥∥ m∑
i=0

ξici
∥∥2

2,P
−

n−1∑
i=0

‖ci‖2 = ‖F‖2
2,P −

n−1∑
i=0

‖ci‖2

for every n.

We are going to quote a result (see [Bog98, Theorem 2.3.1]) that characterizes Gaussian mea-
sures on separable Hilbert spaces and is known as the Mourier Theorem (sometimes also Mour-
ier-Prokhorov Theorem). This characterization is via self-adjoint non-negative nuclear opera-
tors (see [Bog98, pp. 368-369]). A self-adjoint operator A : X → X on a separable Hilbert
space X is nuclear if, and only if, the series∑

n

〈Aen | en〉

converges for every orthonormal basis (en)n of X; in this case the sum of the series does not
depend on the choice of the orthonormal basis and is called the trace of A.

Suppose that X is a separable Hilbert space and γ is Gaussian on X . We will identify X∗ and
X; so we can define Rγ on X . Also note that γ is necessarily Radon Gaussian (see above), so
for every x ∈ X , the function Rγ(x) can be identified with a point in X .

Proposition 6.11 (Mourier Theorem). The Gaussian measures γ on a separable Hilbert space
X correspond one-to-one to the pairs (a,K), where a ∈ X and K : X → X is self-adjoint
non-negative nuclear, via the correspondence

aγ = a and Rγ = K.

In the proof of [Bog98, Theorem 2.3.1], the following identity is shown, which we will need
below:

Lemma 6.12. Let γ be a centered Gaussian measure on a separable Hilbert space X . Then

trace(Rγ) =

∫
‖x‖2 γ(dx).
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6.2 An effective version of Mourier’s Theorem

Our aim is to prove an effective version of Proposition 6.11. We can simplify things by only
considering measures on the canonical real computable Hilbert space (`2, ‖ · ‖, e) (see Subsec-
tion 2.4.4).

Denote by G the class of all Gaussian measures on `2; denote by Gc the subclass of all centered
measures. Let Γtop (the “topological representation”) be the restriction of θeM0<

to G. Another
representation Γalg (the “algebraic representation”) is suggested by Proposition 6.11:

Γalg〈r, s, t〉ωωω = γ :⇐⇒

α
e
Cauchy(r) = aγ,

δe,eev (s) = Rγ,

ρR>(t) = trace(Rγ).

We introduce another representation Γweak of Gc with Γalg|Gc ≤ Γweak:

Γweak(r) = γ :⇐⇒ [αeCauchy → ρR]TOT = (x 7→ 〈Rγx | x〉).

Note that a Γweak-name of a measure γ ∈ Gc provides enough information to compute the form
(x, y) 7→ 〈Rγx | y〉 via the well-known formula

〈Rγx | y〉 =
1

4

(
〈Rγ(x+ y) | x+ y〉+ 〈Rγ(x− y) | x− y〉

)
.

Γweak will not play an important role in this chapter, but in Chapter 7. However, we will use
Γweak in the formulation of Lemma 6.15 below, because it will be useful once more in that
chapter.

Theorem 6.13 (Effective Mourier Characterization). Γtop ≡ Γalg.

The proof splits into a number of lemmas:

Let Rω be the ω-fold product of R equipped with the product topology. Let (πn)n be the se-
quence of natural projections from Rω to R. If ϑ is a canonical numbering of the set

βϑ := {π−1
n1

((r1; s1)) ∩ · · · ∩ π−1
nm((rm; sm))

: m ≥ 1, (∀ 1 ≤ i ≤ m) (ni ∈ N, ri, si ∈ Q, ri < si)}, (6.4)

then (Rω, ϑ) is a computable T0-space. It is easy to check that (πn)n is [ϑstd → ρR]ω-computable.

Let γ0 be the standard Gaussian measure on R. Consider the product measure γω0 on the σ-
algebra B(R)ω. This σ-algebra is equal to B(Rω) by [VTC87, Proposition I.1.7(b)], so γω0 is a
Borel measure on Rω.

Lemma 6.14. γω0 is ϑM0-computable.
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Proof. Consider the definition of the ϑM0-representation in Subsection 2.5.2. We have to com-
pute a sequence (Un)n as in (2.11). We shall show that we can simply take ϑ as this sequence: To
this end, we only need to demonstrate how to compute the γω0 -contents of algebraic expression
of sets from βϑ. These sets are finite intersections of sets of the form

π−1
n ((r; s)), r, s ∈ Q, r < s, (6.5)

so it is sufficient to demonstrate how to compute the γω0 -content of algebraic expressions of sets
of the form (6.5). Let A be a set whose description as such an algebraic expression is given.
By first transforming the algebraic expression into disjunctive normal form and then using the
principle of inclusion and exclusion, we can effectively reduce the computation of γω0 (A) to the
computation of the γω0 -content of sets of the form

A1 ∩ · · · ∩ Am ∩ (X \B1) ∩ · · · ∩ (X \Bk),

where each Ai and each Bj has the form (6.5). By sorting the Ai, Bj by the respective n
from (6.5), we can compute algebraic expressions C1, . . . , C` of open intervals with rational
endpoints such that

A = π−1
n1

(C1) ∩ · · · ∩ π−1
n`

(C`).

Then
γω0 (A) = γ0(C1) · · · · · γ0(C`).

The computation of the numbers γ0(Ck) is easily seen to be reducible to the computation of
the integral of the standard Gaussian density over given intervals with rational endpoints. This
integration can be computed by standard results in computable analysis (see [Wei00]).

Lemma 6.15. The total multi-valued mapping ONB : Gc ⇒ (`2)ω with

ONB(γ) 3 (bn)n :⇐⇒ the sequence (〈bn | ·〉)n is an orthonormal basis of (`2)∗γ

is total and (Γweak, [α
e
Cauchy]

ω)-computable.

Proof. Let a Γweak-name of a measure γ ∈ Gc be given. For any two points x, y ∈ `2, we have

‖〈x | ·〉 − 〈y | ·〉‖2
2,γ =

∫
〈x− y | ·〉2 dγ ≤ ‖x− y‖2

∫
‖ · ‖2 dγ = ‖x− y‖2trace(Rγ)

So the completeness of e in `2 implies the completeness of (〈e(n) | ·〉)n) in (`2)∗γ . By means of
our input information on γ, we can [αeCauchy, ρR]-compute the mapping

x 7→
√
〈Rγx | x〉,

i.e. we can compute the norm of 〈x | ·〉 in (`2)∗γ . So

((`2)∗γ, ‖ · ‖2,γ, (〈e(n) | ·〉)n)
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is a computable Banach space (relative to our input information). We apply the Effective Inde-
pendence Lemma1 to compute a sequence (ni)i such that the sequence (〈e(ni) | ·〉)i is indepen-
dent and complete in (`2)∗γ . By Gram-Schmidt orthonormalization with respect to 〈Rγ · | ·〉, we
can then compute a sequence (bn)n ∈ ONB(γ).

Lemma 6.16. The total multi-valued mapping S : G ⇒ Λ(ϑstd → αe)
γω0
MEAN with

S(γ) 3 [F ]γω0 :⇐⇒ γ = γω0 ◦ F−1

is well-defined and (Γalg, [ϑstd → αe]
γω0
MEAN)-computable.

Proof. Let µ be the centered Gaussian measure on `2 with Rµ = Rγ . We invoke Lemma 6.15
to compute a sequence (bn)n such that (〈bn | ·〉)n is an orthonormal basis of X∗µ. Then (Rµbn)n
is an orthonormal basis of H(µ). Proposition 6.3 tells us that there is a G : Rω → `2 such that
µ = γω0 ◦G−1 and

G =
∞∑
n=0

πnRγbn γω0 -a.e.

So γ = γω0 ◦ F−1, where F := aγ + G. It is sufficient to demonstrate how to compute a
(ϑstd, α

e)
γω0
MEAN-realization of F . Such a realization of F , however, can easily be computed from

a (ϑstd, α
e)
γω0
MEAN-realization of G. It remains to compute such a realization of G.

Put

Gn :=
n−1∑
i=0

πiRγbi.

Lemma 6.1 yields

‖G‖2
2,γω0

=

∫
‖x‖2 µ(dx) <∞,

so we get from Lemma 6.7 (implication (2)⇒ (3)):

lim
n→∞

‖G−Gn‖2,γω0
= 0.

Lemma 6.10 then yields

‖G−Gn‖2
2,γω0

=
∞∑
i=n

‖Rγbi‖2

for every n ∈ N. This equality (for n = 0) and Lemma 6.12 yield

trace(Rγ) =
∞∑
i=0

‖Rγbi‖2.

1To be technically sound here, we should be working with representations of Banach spaces, similar as recently
in [GM08], and accordingly reformulate the results of Section 2.4 in a more uniform way. This, however, would
cause a large technical overhead. The proofs in Section 2.4 yield that all algorithms are sufficiently uniform.
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As we are given a δe,eev -name of Rγ and a ρR>-name of trace(Rγ), we can compute a function
m : N→ N such that ∥∥G−Gm(n)

∥∥2

2,γω0
=

∞∑
i=m(n)

‖Rγbi‖2 < 2−n.

We combine this with Lyapunov’s inequality (see e.g. [Shi96]) and get∥∥G−Gm(n)

∥∥
1,γω0
≤
∥∥G−Gm(n)

∥∥
2,γω0

< 2−n/2.

As we can [ϑstd → αeCauchy]
ω-compute the sequence (Gk)k, we can use Proposition 5.21.1 and

compute a sequence of functions φ(k) :⊆ N × Nω → N such that φ(k) is a [ϑstd → αe]
γω0
MEAN-

realization of Gk for every k. Put Φ(n, p) := φ(m(2n+2))(n + 1, p) for every n ∈ N, p ∈
dom(ϑstd). Then∫ ∗

e(G, ϑstd,Φn, x) γω0 (dx)

≤ ‖G−Gm(2n+2)‖1,γω0
+

∫ ∗
e(Gm(2n+2), ϑstd, φ

(m(2n+2))
n+1 , x) γω0 (dx)

≤ 2−(n+1) + 2−(n+1) = 2−n

for every n, so Φ is a [ϑstd → αe]
γω0
MEAN-realization of G.

We are ready to prove the first half of Theorem 6.13:

Proof of Theorem 6.13 (part 1 of 2). We prove Γalg ≤ Γtop. Suppose we are given a Γalg-name
of a measure γ ∈ G. By the previous lemma, we can [ϑstd → αe]

γω0
MEAN-compute an [F ]γω0 such

that γ = γω0 ◦ F−1. In view of Proposition 5.19.3, we can also [ϑstd → αe]
γω0
APP-compute [F ]γω0 .

γω0 is ϑM0-computable by Lemma 6.14, so we can invoke Theorem 5.32 to compute a Γtop-name
of γ.

We present two estimates taken from [TWW88, Lemma A.2.9.1, Lemma A.2.9.2]:

Lemma 6.17. For every γ ∈ G, one has

γ(B(aγ, 1)) ≤ 4

3
ψ

(
2√

trace(Rγ)

)
,

where ψ(x) :=
√

2/π
∫ x

0
exp(−t2/2) dt.

Lemma 6.18. For every γ ∈ G and r > 0 one has

γ(`2 \B(aγ, r)) ≤ 5 exp

(
− r2

2 trace(Rγ)

)
.
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Lemma 6.19. The mapping γ 7→ aγ for γ ∈ G is (Γtop, α
e
Cauchy)-computable.

Proof. Let a Γtop-name of some measure γ ∈ G be given. It is sufficient to demonstrate how to
αeCauchy-compute a 2−k-approximation to aγ uniformly in k.

Our first task is to find upper bounds on ‖aγ‖ and trace(Rγ). Note that the Γtop-name of γ
contains sufficient information to (αe, ρR<)-compute the map a 7→ γ(B(a, 1)) for a ∈ Rαe; so
we can effectively search for an a0 ∈ Rαe and a number c ∈ Q∩ (0; 1) such that γ(B(a0, 1)) ≥
c. We then know from Anderson’s inequality (see [Bog98, Theorem 2.8.10]) that γ(B(aγ, 1)) ≥
c. We effectively search for an R ∈ N such that γ(B(0, R− 1)) > 1− c. Then γ(B(a0, 1)) and
γ(B(0, R− 1)) must have nonempty intersection, which implies

‖aγ‖ < R.

Lemma 6.17 yields that

c ≤ 4

3
ψ

(
2√

trace(Rγ)

)
,

where ψ : [0,∞) → R is a computable strictly increasing function. We can hence compute
s := ψ−1(3c/4) (cf. [Wei00, Exercise 6.3.7]) and have

trace(Rγ) ≤ 4/s2 =: M.

Via Lemma 6.18, we get the following estimate for every m ∈ N, m > R:∫
`2\B(0,m)

‖x‖ γ(dx) ≤
∫
`2\B(aγ ,m−R)

‖x‖ γ(dx)

=
∞∑
i=m

∫
B(aγ ,i+1−R)\B(aγ ,i−R)

‖x‖ γ(dx) ≤
∞∑
i=m

(i+ 1)γ(`2 \B(aγ, i−R))

≤ 5
∞∑
i=m

(i+ 1) exp

(
− (i−R)2

2 trace(Rγ)

)
≤ 5

∞∑
i=m

(i+ 1) exp

(
−(i−R)2

2M

)
.

Using standard methods from analysis, one can find a computable upper bound φM,R(m) for
the latter term that converges to zero in m. We can hence effectively find an m0 such that∫

`2\B(0,m0)

‖x‖ γ(dx) < 2−k.

It follows directly from the definitions that aγ is equal to the Pettis integral
∫
x γ(dx). Choose

a (ρR, ρR)-computable function hm0 : R→ R with

χ(−∞;m0) ≤ hm0 ≤ χ(−∞;m0+1).
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Put gm0(x) := xhm0(‖x‖) for every x ∈ `2. We have∥∥aγ − ∫ gm0 dγ‖ =
∥∥∫ x γ(dx)−

∫
xhm0(‖x‖) γ(dx)‖

≤
∫

(1− hm0(‖x‖))‖x‖ γ(dx) ≤
∫

(1− χ(−∞;m0)(‖x‖))‖x‖ γ(dx)

=

∫
`2\B(0,m0)

‖x‖ γ(dx) < 2−k.

It remains to demonstrate how to αeCauchy-compute
∫
gm0 dγ. We can clearly [θestd → αeCauchy]-

compute gm0 , so we can also [θestd → αe]γMEAN-compute [gm0 ]γ . The norm of gm0 is bounded by
m0 +1, so we have all necessary input to invoke Theorem 5.27.2 (in the form of Corollary 5.28)
and compute

∫
gm0 dγ.

Lemma 6.20. The mapping γ 7→ trace(Rγ) for γ ∈ G is (Γtop, ρR)-computable.

Proof. Let a Γtop-name of some measure γ ∈ G be given. It is sufficient to demonstrate how to
ρR-compute a 2−k-approximation to aγ uniformly in k.

We can compute aγ by the previous lemma. We can then [θestd → θestd]-compute the mapping
x 7→ x−aγ . In combination with Lemma 2.11.1, this yields that we can [θeO< → θeO<]-compute
U 7→ U + aγ . We can hence Γtop-compute the measure γ′ with γ′(A) := γ(A+ aγ). Note that
Rγ′ = Rγ , but aγ′ = 0. Thus we can assume in the following that aγ = 0.

As in the proof of the previous lemma, we can effectively find an upper boundM for trace(Rγ).
Via Lemma 6.18, we get the following estimate for every m ∈ N, m ≥ 1:∫

`2\B(0,m)

‖x‖2 γ(dx) =
∞∑
i=m

∫
B(0,i+1)\B(0,i)

‖x‖2 γ(dx)

≤
∞∑
i=m

(i+ 1)2γ(`2 \B(0, i)) ≤ 5
∞∑
i=m

(i+ 1)2 exp

(
− i2

2trace(Rγ)

)
≤ 5

∞∑
i=m

(i+ 1)2 exp(−i2/(2M)).

Using standard methods from analysis, one can find a computable upper bound φM(m) for the
latter term that converges to zero in m. We can hence effectively find an m0 such that∫

`2\B(0,m0)

‖x‖2 γ(dx) < 2−k.

It follows from Lemma 6.12 that trace(Rγ) =
∫
‖x‖2 γ(dx). Choose a (ρR, ρR)-computable

function hm0 : R→ R with

χ(−∞;m0) ≤ hm0 ≤ χ(−∞;m0+1).
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Put gm0(x) := ‖x‖2hm0(‖x‖) for every x ∈ `2. We have∣∣trace(Rγ)−
∫
gm0 dγ

∣∣ =
∣∣ ∫ ‖x‖2 γ(dx)−

∫
‖x‖2hm0(‖x‖) γ(dx)

∣∣
=

∫
(1− hm0(‖x‖))‖x‖2 γ(dx) ≤

∫
(1− χ(−∞;m0)(‖x‖))‖x‖2 γ(dx)

=

∫
`2\B(0,m0)

‖x‖2 γ(dx) < 2−k.

It remains to demonstrate how to αeCauchy-compute
∫
gm0 dγ. This object can be computed anal-

ogously to the object with the same name in the previous lemma’s proof.

Lemma 6.21. The mapping γ 7→ Rγ for γ ∈ G is (Γtop, δ
e,e
ev )-computable.

Proof. By type conversion, it is sufficient to show that (γ, y) 7→ Rγy is ([Γtop, α
e
Cauchy], α

e
Cauchy)-

computable. Let a Γtop-name of some measure γ ∈ G and an αeCauchy-name of some y ∈ `2 be
given. It is sufficient to demonstrate how to ρR-compute a 2−k-approximation to Rγy uniformly
in k.

As in the previous lemma’s proof, we can reduce the computation to the case that aγ = 0. By
the previous lemma’s assertion, we can compute an upper bound M of trace(Rγ). Let φM be
the function with the same name from the previous lemma’s proof. We get for every m ∈ N,
m ≥ 1: ∫

`2\B(0,m)

‖〈x | y〉x‖ γ(dx) ≤ ‖y‖
∫
`2\B(0,m)

‖x‖2 γ(dx) ≤ ‖y‖φM(m).

We can hence effectively find an m0 such that∫
`2\B(0,m0)

‖〈x | y〉x‖ γ(dx) < 2−k.

It follows directly from the definitions that Rγy is equal to the Pettis integral∫
〈y | x〉x γ(dx).

The rest of the proof is analogous to the last parts of the previous two lemmas’ proofs.

Proof of Theorem 6.13 (part 2 of 2). Combining the previous three lemmas yields Γtop ≤ Γalg.
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Chapter 7

Application: Are Unbounded Linear
Operators Computable on the Average for
Gaussian Measures?

7.1 A question of Traub and Werschulz

For convenience, let us explicitly state the following consequence of Corollary 6.8 and Remark
6.9:

Proposition 7.1. Suppose that X and Y are real separable Banach spaces, γ is a centered
Gaussian measure on X , F : X → Y is linear and (B(X)γ,B(Y ))-measurable. For every
ε > 0, there exist n ∈ N, a1, . . . , an ∈ Y , and f1, . . . , fn ∈ X∗ such that the mapping
Φ : X → Y with

Φ(x) :=
n∑
i=1

aifi(x), x ∈ X, (7.1)

fulfills ∫
‖F − Φ‖2 dγ < ε.

Werschulz [Wer87] proved this result for the case that X and Y are separable Hilbert spaces
and additionally assuming ∫

‖F‖2 dγ <∞.

It was later found independently in [KRW91] and [Vak91] that this additional assumption is
automatically fulfilled (because the distribution of F is necessarily Gaussian). In [Wer91], the
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requirement that X is separable Hilbert is weakened to the requirement the X is separable
Banach.

The history of these results was reviewed in the survey article [TW94] and in a chapter of
the book [TW98]. Why did the results draw so much attention? We have already discussed in
Chapters 1 and 4 the practical importance and inherent difficulty of computing linear unbounded
operators. Werschulz [Wer87] proved that no real-number machine1 with access to a finite
number of oracles for continuous linear functionals can approximate such an operator with finite
worst-case error. It is, however, very easy to implement mappings of the form (7.1) on real-
number machines of the described type. So if the unbounded linear operator to be approximated
is measurable (which is a very weak requirement) and its input can be assumed to be Gaussian
distributed, the Proposition 7.1 yields that real-number machines of the described type can
approximate the operator with arbitrarily small average quadratic error. (Note, however, that
these machines are neither uniform in the operator nor in the error level. We will get back to
this point below.) In the language of information based-complexity (IBC) (see [TWW88]) this
reads: Linear approximation problems are solvable on the average for Gaussian measures.

Traub and Werschulz [TW98] compare Werschulz’ negative result for the worst-case setting to
Pour-El and Richards’ [PER89] First Main Theorem, which says that unbounded linear opera-
tors typically map some computable points to uncomputable points (cf. Lemma 2.30 and The-
orem 2.31). As the transition from the worst-case setting to the Gaussian average-case setting
makes the approximation of unbounded linear operators a solvable problem in the sense of IBC,
Traub and Werschulz ask whether such a transition is also possible in Turing machine-based
computability. More precisely, they pose the following question [TW98, p. 60]:

Is every (measurable) linear operator computable on the average for Gaussian
measures?

This chapter is devoted to the discussion of this question.

Before we turn to formal considerations, we would like to comment on a certain philosophical
issue and its connection to Traub and Werschulz’ question: The First Main Theorem can be
used to construct computable initial conditions for the three-dimensional wave equation such
that the unique solution at time one is uncomputable [PER89, PEZ97]. This example spawned
questions on the potential computational power of physical devices (see e.g. [Pen89]) and hence
on the validity of the Church-Turing thesis. The question is: Can one build a wave computer
that computes more functions than the Turing machine? In an online article2 from 2001 the
mathematical physicist Freeman Dyson said:

Marian Pour-El and Ian Richards, two mathematicians at the University of Min-
nesota, proved a theorem twenty years ago that says, in a mathematically precise

1See [Nov95] for an appropriate formal machine model.
2http://www.edge.org/3rd_culture/dyson_ad/dyson_ad_index.html

http://www.edge.org/3rd_culture/dyson_ad/dyson_ad_index.html
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way, that analog computers are more powerful than digital computers. They give
examples of numbers that are proved to be non-computable with digital computers
but are computable with a simple kind of analog computer.

Joseph Traub posted the following reply3:

The Pour-El and Richards result is for a worst case setting. It’s been shown
that there’s no difficulty “on the average”. [...] The bad result is just an artifact of
insisting on certainty.

Regarding this point, we would like to give our opinion that the average-case setting is of little
relevance in this philosophical discussion because a potential wave computer would depend
on the possibility to configure initial conditions for the wave equation with infinite precision;
in the average-case setting, however, one models a situation in which initial conditions come
in randomly from some source. Anyway, there are other arguments that it is very unlikely
that a wave hyper-computer can be built (see [ZW03]). One can furthermore show that wave
propagation and a number of other physical processes are computable with respect to certain
physically reasonable representations (see e.g. [ZW03, WZ05, WZ06b]).

7.2 Possible answers

In the language of IBC, one has the result that linear approximation problems are solvable on
the average because for every linear measurable operator F : X → Y of separable Banach
spaces, every centered Gaussian measure γ on X , and every error level ε, there exists a real-
number machine that computes a mapping whose ‖ · ‖2,γ-distance to F is smaller than ε. So
the machine may depend on the operator, the measure, and the error level. If one settles for
this level of non-uniformness in computable analysis, too, one has the following corollary to
Proposition 7.1:

Proposition 7.2. Suppose that (X, ‖ · ‖, e) and (Y, ‖ · ‖, h) are computable Banach spaces, γ
is a centered Gaussian measure on X , F : X → Y is linear and (B(X)γ,B(Y ))-measurable.
For every ε > 0 , there exists an n ∈ N, αhCauchy-computable a1, . . . , an ∈ Y , [αeCauchy → ρR]-
computable f1, . . . , fn ∈ X∗ such that

∥∥F − n∑
i=1

aifi
∥∥

2,γ
< ε.

3http://www.edge.org/discourse/analog_digital.html#traub

http://www.edge.org/discourse/analog_digital.html#traub
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Proof. In view of Proposition 7.1, it is sufficient to show that for any

ã1, . . . , ãn ∈ Y, f̃1, . . . , f̃n ∈ X∗, and ε > 0,

there are αhCauchy-computable a1, . . . , an ∈ Y and [αeCauchy → ρR]-computable f1, . . . , fn ∈ X∗
such that ∥∥ n∑

i=1

ãif̃i −
n∑
i=1

aifi
∥∥

2,γ
< ε.

As ∥∥ n∑
i=1

ãif̃i −
n∑
i=1

aifi
∥∥

2,γ
≤

n∑
i=1

‖ãif̃i − aifi‖2,γ,

this reduces to the case n = 1. As

‖ãf̃ − af‖2,γ ≤ ‖ãf̃ − ãf‖2,γ + ‖ãf − af‖2,γ

= ‖ã‖‖f̃ − f‖2,γ + ‖ã− a‖‖f‖2,γ,

it is sufficient to show that the αhCauchy-computable points are dense in Y and the [αeCauchy → ρR]-
computable linear functionals are dense in X∗γ . The former is obvious. For the latter, we learn
from [Bog98, Proposition 3.1.9] that we only need to show that the computable functionals
separate the points in X , i.e. that for every x ∈ X \ {0} there is a computable f ∈ X∗ with
f(x) 6= 0. Put, for abbreviation, xn := αe(n) for every n. Then {xn : n ∈ N} is dense in X .
For every n, let fn :⊆ X → R be the unique linear functional with dom(fn) = spanR{xn} and
fn(xn) = ‖xn‖. Note that ‖fn‖ = 1. Each fn is easily seen to be computable. By the Effective
Hahn-Banach Theorem of [MN82], we can extend each fn to a computable linear functional
on X (which we will also denote by fn) such that ‖fn‖ ≤ 2. We show that the computable
functionals fn obtained in this way separate the points in X: Let x ∈ X \ {0} be arbitrary.
There exists an n such that 0 < ‖xn‖ − 2‖xn − x‖. We have the estimate

‖xn‖ = |fn(xn)| ≤ |fn(x)|+ |fn(xn − x)| ≤ |fn(x)|+ 2‖xn − x‖

and thus
0 < ‖xn‖ − 2‖xn − x‖ ≤ |fn(x)|.

It is, however, natural in computable analysis to seek for uniform algorithms. Our results in
this direction will be of a negative nature, even though we will restrict ourselves to unbounded
linear operators on separable Hilbert spaces that are inverses of computable operators. We have
already seen in Chapter 1 that this is a common type of problem in applications. We will hence
reconsider the generalized inversion problem from Chapter 4, but this time only seeking for
algorithms that work well on the average. Loosely speaking, the question is: Given a linear
operator on `2, its adjoint, and a centered Gaussian measure on `2, can we uniformly compute
the operator’s generalized inverse up to an arbitrarily small average error? We have not yet said
what we understand by computable on the average; we will consider several interpretations of
this notion. Our results can be sketched as follows:
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(I) Even if we interpret “computable on the average” in a rather weak sense and restrict
ourselves to a single very simple Gaussian measure and to injective self-adjoint operators
T with dense range, the operation T 7→ T † (= T−1) is Σ0

2-hard.

(II) Even if we interpret “computable on the average” in a rather strong sense, the operation
T 7→ T † is Σ0

2-computable uniformly in T , T ∗, and the Gaussian measure.

These results show that uncomputability is still present in the average-case setting. The degree
of uncomputability is actually just the same as in the worst-case setting studied in Chapter 4.
Our proofs will rely on results from Chapters 4, 5, and 6. Traub and Werschulz’ question was
in fact the original impetus for studying the subjects treated in those chapters.

7.2.1 Generalized inverses as Gaussian random elements

The technical results corresponding to the statements (I) and (II) above will be proved in Sub-
sections 7.2.2 and 7.2.3. In preparation, we shall make a few observations on the structure of
generalized inverses considered as Gaussian random elements.

Lemma 7.3. Suppose T ∈ B(`2). Then dom(T †) ∈ B(`2) and T † is (dom(T †)∩B(`2),B(`2))-
measurable.

Proof. The asserted measurability properties of dom(T †) and T † follow from Proposition 4.5,
which tells us that there is a sequence of continuous operators on `2 such that dom(T †) is its
domain of point-wise convergence and T † is its point-wise limit.

Remark 7.4. The domain of a generalized inverse T † is always a measurable linear space, as
Lemma 7.3 shows. So if γ ∈ Gc, then γ(dom(T †)) is either 0 or 1 by [Bog98, Theorem 2.5.5].
A reasonable definition of the average-case computability of T † is only possible in the latter
case. In this case, we extend the notation introduced in Subsection 5.1.3 and denote by [T †]γ
the unique γ-equivalence class that contains an extension of T † to `2. ([T †]γ then of course
contains all such extensions.) From a practical point of view, there is no distinction between T †

and any element of [T †]γ .

Lemma 7.5. Suppose T ∈ B(`2). Let ν be a Borel measure on `2 with ν(dom(T †)) = 1. Then
T † allows a (B(`2)ν ,B(`2))-measurable linear extension to `2.

Proof. Choose any Hamel basisH0 of dom(T †) and extend it to a Hamel basisH1 of `2. Choose
a linear mapping T̃ † that is equal to T † on H0 (and takes arbitrary values on H1 \ H0). T̃ † is
(B(`2)ν ,B(`2))-measurable by Lemmas 7.3 and 5.1.
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Proposition 7.6. Suppose T ∈ B(`2), γ ∈ Gc, γ(dom(T †)) = 1, and (bn)n ∈ ONB(γ) (see
Lemma 6.15). Let F be any (B(`2)γ,B(`2))-measurable linear extension of T † (see Lemma
7.5). Then, for every n ∈ N,

∥∥F − n∑
i=0

〈bi | ·〉T †Rγbi
∥∥2

2,γ
= ‖F‖2

2,γ −
n∑
i=0

‖T †Rγbi‖2 n→∞−→ 0. (7.2)

Proof. If we replace T † by F in (7.2), the claims follow directly from Corollary 6.8 and Lemma
6.10. We have, however, T †Rγbn = FRγbn for every n because every Rγbn is in dom(T †): In
fact, the Rγbn are in the Cameron-Martin space H(γ), and we have H(γ) ⊆ dom(T †) because
H(γ) is equal to the intersection of all full-measure linear subspaces of `2 (see [Bog98, Theorem
2.4.7]).

7.2.2 Σ0
2-hardness

We believe that MEAN-computability as considered in Chapter 5 is a natural analogon of
IBC’s solvability in the average-case in computable analysis. We will see, however, that even
with the weaker APP/AE-computability, which corresponds to IBC’s probabilistic setting (see
[TWW88]), we get a Σ0

2-hardness result.

Let (`2, ‖ · ‖, e) be the canonical infinite dimensional computable Hilbert space over R.

An operator T ∈ B(`2) is diagonal if there is a sequence (xi)i ∈ Rω such that

(∀ i ∈ N) (Te(i) = xie(i)).

In this case we also write diag(x0, x1, . . .) for this operator. diag(x0, x1, . . .) is injective if, and
only if, all xi are non-zero. In this case, the range of diag(x0, x1, . . .) is dense in `2 and thus its
generalized inverse is equal to its inverse.

Theorem 7.7. Let γ be the centered Gaussian measure on `2 with

Rγ = diag(1, 2−1, 2−2, . . .).

Consider the mapping

INVDIAG :⊆ B(`2)→ Λ(αeCauchy → αe)γAPP/AE

with
dom(INVDIAG) := {T : T diagonal and injective, γ(dom(T−1)) = 1}

and
INVDIAG(T ) := [T−1]γ.

(INVDIAG; ∆, [αeCauchy → αe]γAPP/AE) is Σ0
2-hard.
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The proof requires some preparation:

Proposition 7.8. Let ν be a θeM0<
-computable Borel probability measure on `2. Consider the

mapping
IMGTRACE :⊆ Λ(αeCauchy → αe)νAPP/AE → R

with
dom(IMGTRACE) := {[F ]γ : ν ◦ F−1 is centered Gaussian}

and
IMGTRACE([F ]ν) :=

∫
‖F‖2 dν.

IMGTRACE is ([αeCauchy → αe]νAPP/AE, ρR)-computable.

Proof. Proposition 2.28 yields that ν is even θeM0
-computable. By Theorem 5.23, we can con-

vert the [αeCauchy → αe]γAPP/AE-name of [F ]γ into an [αeCauchy → αe]γAPP-name. We thus have the
necessary input information to invoke Theorem 5.32 and compute a θeM0<

-name of ν ◦F−1. As
ν ◦ F−1 is assumed to be centered Gaussian, we have in fact a Γtop-name of this measure. By
Lemma 6.20, we can ρR-compute trace(Rν◦F−1). Finally, recall that by Lemma 6.12

trace(Rν◦F−1) =

∫
‖ · ‖2 d(ν ◦ F−1) =

∫
‖F‖2 dν.

Lemma 7.9. Consider the mapping

A :⊆ Rω → R

given by the condition that A((ai)i) = x if, and only if,

(1) 0 < ai < 1 for every i ∈ N,

(2) (ai)i is nondecreasing,

(3) (ai)i converges to x.

(A; [ρR]ω, ρR) is Σ0
2-hard.

Proof. We reduce (C1; idNω , idNω) to (A; [ρR]ω, ρR). This is done via a standard argument sim-
ilar to [Wei00, Example 1.3.2]. We sketch the proof:

Preprocessing: Let input p ∈ Nω be given. Put

Dp := {n ∈ N : C1(p)(n) = 0}.
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It is easy to see that we can compute a sequence (a′i)i of nonnegative numbers that converges
nondecreasingly to

x′ :=
∑
n∈Dp

3−(n+2).

Put ai := a′i + 3−1. Then (ai)i fulfills property (1) and converges to x = x′ + 3−1. Pass (ai)i to
A.

Postprocessing: A gives us a ρR-name of x. The unique ternary expansion of x can be computed
from that name. This gives us the characteristic function ofDp, which is all we need to compute
C1(p).

Lemma 7.10. Consider the mapping

B :⊆ Rω × N→ R

given by the condition that B((xi)i, N) = x if, and only if,

(∀ i ∈ N) (0 < xi ≤ N) (7.3)

and
∞∑
i=0

2−ix−2
i = x. (7.4)

(B; [ρR]ω, ρR) is Σ0
2-hard.

Proof. We prove the claim by reducing the previous lemma’s (A; [ρR]ω, ρR) to (B; [ρR]ω, ρR).
The reduction will only use preprocessing; the postprocessing will simply forward the output
of B. So we need to demonstrate how to compute, from any given (ai)i ∈ dom(A), a sequence
(xi)i of positive numbers with

∞∑
i=0

2−ix−2
i = lim

i→∞
ai, (7.5)

as well as an upper bound N ∈ N of (xi)i. First find an m ∈ N such that a0 > 2−m. For every
i, put bi := ai − 2−(m+i). Obviously,

lim
i→∞

ai = lim
i→∞

bi

and
bi − bi−1 = ai − ai−1︸ ︷︷ ︸

≥0

−2−(m+i) + 2−(m+i−1) ≥ 2−(m+i). (7.6)

Put x0 = b
−1/2
0 and

xi = (bi − bi−1)−1/22−i/2
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for i ≥ 1. The estimate (7.6) yields 0 < xi ≤ 2m/2 for i ≥ 1. We may hence choose
N = dmax(x0, 2

m/2)e. Furthermore, an elementary induction shows

n∑
i=0

2−ix−2
i = bn

for every n, and (7.5) follows.

Proof of Theorem 7.7. We prove the Σ0
2-hardness by reducing Lemma 7.10’s (B; [ρR]ω, ρR) to

(INVDIAG; ∆, [αeCauchy → αe]γAPP/AE). So let ((xi)i, N) ∈ dom(B) be given in the required
encoding.

Preprocessing: The sequence (xi)i defines an operator

diag(x0, x1, . . .) =: T ∈ B(`2).

In fact, we have

‖T (α0, α1, . . .)‖ =

(
n∑
i=0

α2
ix

2
i

)1/2

≤ N‖(α0, α1, . . .)‖

for every (α0, α1, . . .) ∈ `2, so ‖T‖ ≤ N . This means that we have all the information we need
to compute a δe,e

seq,≥-name and hence a δe,eev -name of T . As T is self-adjoint, we can trivially even
compute a ∆-name of T . By assumption, all xi are non-zero, so T is injective. It is easy to see
that

range(T ) =
{
a ∈ `2 :

∞∑
i=0

x−2
i 〈e(i) | a〉2 <∞

}
.

Note that∫ ∞∑
i=0

x−2
i 〈e(i) | a〉2γ(da) =

∞∑
i=0

x−2
i

∫
〈e(i) | a〉2γ(da) =

∞∑
i=0

x−2
i 〈Rγe(i) | e(i)〉

=
∞∑
i=0

x−2
i 2−i <∞,

so the integrand on the left-hand side must be finite γ-a.e., which means γ(range(T )) = 1. We
thus have verified T ∈ dom(INVDIAG). Pass T to INVDIAG.

Postprocessing: INVDIAG gives us an [αeCauchy → αe]γAPP/AE-name of [T−1]γ = [T †]γ . By
Lemma 7.5, [T−1]γ contains a (B(`2)γ,B(`2))-measurable linear extension F of T−1. The
measure γ ◦ F−1 is centered Gaussian by Lemma 6.2. We can hence apply the computable
mapping IMGTRACE from Proposition 7.8 and ρR-compute the number ‖F‖2

2,γ . It is now
sufficient to show

‖F‖2
2,γ = B((xi)i, N) =

∞∑
i=0

2−ix−2
i .
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We have already seen in the proof of Lemma 6.15 that (〈e(i) | ·〉)i is complete in (`2)∗γ . The
sequence (〈2i/2e(i) | ·〉)i is still complete in (`2)∗γ , but in addition orthonormal, i.e. (2i/2e(i))i ∈
ONB(γ). Proposition 7.6 yields

‖F‖2
2,γ =

∞∑
i=0

‖T−1Rγ(2
i/2e(i))‖2 =

∞∑
i=0

‖T−1(2−i/2e(i))‖2 =
∞∑
i=0

2−ix−2
i .

Let us formulate the following immediate corollary of Theorem 7.7 and Lemma 2.30:

Corollary 7.11. Let γ be as in Theorem 7.7. There exists a ∆-computable diagonal injective
T ∈ B(`2) such that γ(dom(T−1)) = 1 and [T−1]γ is not [αeCauchy → αe]γAPP/AE-computable.

7.2.3 Σ0
2-computability

Now that we have proved the strongly negative Corollary 7.11, we round out the picture with a
Σ0

2-effective version of Proposition 7.6.

Let FR ⊆ B(`2) be the set of all finite rank operators of the form

x 7→
n∑
i=1

〈ai | x〉 bi.

We introduce the representation δFR of FR:

δFR〈r, s〉ωω =
(
x 7→

n∑
i=1

〈ai | x〉 bi
)

:⇐⇒

[
[αeCauchy]

<ω(r) = (a1, . . . , an),

[αeCauchy]
<ω(s) = (b1, . . . , bn).

Consider the partial multi-mapping

GIavg :⊆ B(`2)× Gc → FRω

defined by the condition that GIavg(T, γ) 3 (Ψn)n if, and only if,

(1) γ(dom(T †)) = 1, and

(2) ‖F −Ψi‖2,γ ≤ 2−i for every i ∈ N and one – and hence all – F ∈ [T †]γ .

Proposition 7.6 tells us that

dom(GIavg) = {(T, γ) : γ(dom(T †)) = 1}.

One should first ask whether GIavg is ([∆,Γalg], [δFR]ω)-computable, ([δe,eev ,Γweak], [δFR]ω)-com-
putable, or something in between. This is all not the case because GIavg is already at least as
hard as INVDIAG from Theorem 7.7:
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Proposition 7.12. Let γ and INVDIAG be as in Theorem 7.7. Let GIγavg ⊆ B(`2) → FRω be
given by

dom(GIγavg) := {T : (T, γ) ∈ dom(GIavg)} and GIγavg(T ) := GIavg(T, γ).

Then (INVDIAG; ∆, [αeCauchy → αe]γAPP/AE) ≤c (GIγavg; ∆, [δFR]ω).

Proof. Let a ∆-name of a mapping T ∈ dom(INVDIAG) be given. Then also T ∈ dom(GIγavg).
Without any special preprocessing, directly apply GIγavg to T ; let (Ψi)i be the result. In the
postprocessing, we need to compute an (αeCauchy, α

e)γAPP/AE-realization of an element F of [T †]γ;
we show that we can even compute an (αeCauchy, α

e)γMEAN-realization Φ of F (cf. Proposition
5.19.3). For any given p ∈ dom(αeCauchy) and n ∈ N, compute φ(p, n) to be an αe-name of a
2n+1-approximation to Ψ2n+1 – it is easy to see that the available δFR-name of Ψ2n+1 provides
enough information to perform such a computation. Then∫ ∗

e(F, αeCauchy,Φn, x) γ(dx) ≤
∫ ∗

e(Ψ2n+1 , αeCauchy,Φn, x) γ(dx) + ‖F −Ψ2n+1‖1,γ

≤ 2n+1 + ‖F −Ψ2n+1‖1,γ

≤ 2n+1 + ‖F −Ψ2n+1‖2,γ

≤ 2n.

(The third estimate is Lyapunov’s inequality; see [Shi96].) So Φ is a (αeCauchy, α
e)γMEAN-realization

of F .

Theorem 7.13. (GIavg; [∆,Γweak], [δFR]ω) is Σ0
2-computable.

Proof. We prove the Σ0
2-computability by reduction to LIM (see Proposition 2.32). Let a

[∆,Γweak]-name of some (T, γ) ∈ dom(GIavg) be given. Let F ∈ [T †]γ be an (B(`2)γ,B(`2))-
measurable linear extension of T † (see Lemma 7.5). It is sufficient to [δFR]ω-compute a se-
quence (Ψi)i ∈ FRω such that ‖F −Ψi‖2,γ ≤ 2−i for every i ∈ N.

Preprocessing: By Lemma 6.15, we can [αeCauchy]
ω-compute a sequence (bn)n such that (〈bn | ·〉)n

is an orthonormal basis of (`2)∗γ . Note that (7.2) holds. Compute TYKH(T ) =: (Fk)k (see
Proposition 4.3). By the properties of TYKH, we have, for every n and every k,

∥∥ n∑
i=0

〈bi | ·〉T †Rγbi −
n∑
i=0

〈bi | ·〉FkT ∗Rγbi
∥∥2

γ,2

=
n∑
i=0

‖T †Rγbi − FkT ∗Rγbi‖2

≤
n∑
i=0

‖T †Rγbi‖2 −
n∑
i=0

‖FkT ∗Rγbi‖2 k→∞−→ 0.

(7.7)
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We also have, for every n, k, and `,

∥∥ n∑
i=0

〈bi | ·〉FkT ∗Rγbi −
n∑
i=0

〈bi | ·〉
∑̀
j=0

〈FkT ∗Rγbi | e(j)〉e(j)
∥∥2

γ,2

=
n∑
i=0

∥∥FkT ∗Rγbi −
∑̀
j=0

〈FkT ∗Rγbi | e(j)〉e(j)
∥∥2

=
n∑
i=0

‖FkT ∗Rγbi‖2 −
n∑
i=0

∑̀
j=0

〈FkT ∗Rγbi | e(j)〉2
`→∞−→ 0.

(7.8)

For abbreviation, let us put

hi := T †Rγbi, hi,k := FkT
∗Rγbi and hi,k,` :=

∑̀
j=0

〈FkT ∗Rγbi | e(j)〉e(j).

In combination, the convergence statements in (7.2), (7.7), and (7.8) yield

lim
n→∞

lim
k→∞

lim
`→∞

∥∥F − n∑
i=0

〈bi | ·〉hi,k,`
∥∥

2,γ
= 0.

In particular

lim
n→∞

lim
k→∞

lim
`→∞

∥∥ n∑
i=0

〈bi | ·〉hi,k,`
∥∥

2,γ
= ‖F‖2,γ (7.9)

Furthermore, adding (7.2), (7.7), and (7.8) yields

∥∥F − n∑
i=0

〈bi | ·〉hi
∥∥2

2,γ
+
∥∥ n∑
i=0

〈bi | ·〉hi −
n∑
i=0

〈bi | ·〉hi,k
∥∥2

γ,2

+
∥∥ n∑
i=0

〈bi | ·〉hi,k −
n∑
i=0

〈bi | ·〉hi,k,`
∥∥2

γ,2

≤ ‖F‖2
2,γ −

n∑
i=0

‖hi,k,`‖2.
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Via the Cauchy-Schwarz inequality4, this yields

∥∥F − n∑
i=0

〈bi | ·〉hi,k,`‖2,γ

≤
∥∥F − n∑

i=0

〈bi | ·〉hi
∥∥

2,γ
+
∥∥ n∑
i=0

〈bi | ·〉hi −
n∑
i=0

〈bi | ·〉hi,k
∥∥
γ,2

+
∥∥ n∑
i=0

〈bi | ·〉hi,k −
n∑
i=0

〈bi | ·〉hi,k,`
∥∥
γ,2

≤
√

3
(∥∥F − n∑

i=0

〈bi | ·〉hi
∥∥2

2,γ
+
∥∥ n∑
i=0

〈bi | ·〉hibi −
n∑
i=0

〈bi | ·〉hi,k
∥∥2

γ,2

+
∥∥ n∑
i=0

〈bi | ·〉hi,k −
n∑
i=0

〈bi | ·〉hi,k,`
∥∥2

γ,2

)1/2

≤
√

3

(
‖F‖2

2,γ −
n∑
i=0

‖hi,k,`‖2

)1/2

.

(7.10)

In particular
n∑
i=0

‖hi,k,`‖ ≤ ‖F‖2,γ. (7.11)

We can compute hi,k,` uniformly in i, k, `; this becomes obvious if one recalls that the Fk are
self-adjoint and so

hi,k,` =
∑̀
j=0

〈FkT ∗Rγbi | e(j)〉e(j) =
∑̀
j=0

〈Rγbi | TFke(j)〉e(j).

It is not hard to see that we can compute a sequence (nm, km, `m)m such that

lim
m→∞

nm∑
i=0

‖hi,km,`m‖ = sup
n,k,`

n∑
i=0

‖hi,k,`‖,

which, by (7.9) and (7.11), is equal to ‖F‖2,γ . Pass this sequence to LIM.

Postprocessing: LIM gives us a ρR-name of ‖F‖2,γ . We can then effectively find, for any given
m ∈ N, numbers n̂m, k̂m, ˆ̀

m such that

√
3

(
‖F‖2

2,γ −
n̂m∑
i=0

‖hi,k̂m,ˆ̀m‖
2

)1/2

< 2−m.

4Here used in the form a+ b+ c ≤
√

3
√
a2 + b2 + c2, a, b, c ≥ 0.
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Put

Ψm :=
n̂m∑
i=0

〈bi | ·〉hi,k̂m,ˆ̀m .

We have ‖F −Ψm‖2,γ < 2−m by (7.10).

If the information that is obtained by the call to the LIM operation in the proof of Theorem
7.13 is instead available as additional input, the same proof yields the following computability
result:

Corollary 7.14. Consider the partial multi-mapping

GI+
avg :⊆ B(`2)× Gc × R→ FRω

given by the condition that GI+
avg(T, γ, c) 3 (Ψn)n if, and only if, GIavg(T, γ) 3 (Ψn)n and

c =

∫
dom(T †)

‖T †‖2 dγ.

GI+
avg is ([∆,Γweak, ρR>], [δFR]ω)-computable.

Combining Theorem 7.7, Proposition 7.12, and Theorem 7.13, we have the following picture:

Corollary 7.15. (GIavg; [∆,Γweak], [δFR]ω) and (INVDIAG; ∆, [αeCauchy → αe]γAPP/AE) are Σ0
2-

complete.

7.3 Conclusion and further directions

In this section we gave three different answers to Traub and Werschulz’ question: Proposition
7.2, which is positive but non-uniform; Corollary 7.11, which is negative; and Corollary 7.14,
which is positive, but assumes that additional information is available.

In order to assess the practical relevance of Corollary 7.14, one would have to find out whether
the critical number ∫

dom(T †)

‖T †‖2 dγ

is available in applications in which inversion problems with Gaussian-distributed problem ele-
ments come up. We have not learned of such applications, yet.

We have so far only characterized the average-case uncomputability of unbounded linear oper-
ators that are given as inverses of bounded operators whose adjoints are also known. It remains
an open question whether the uncomputability becomes worse if the direct operator’s adjoint
is not available. Even more generally, one could study how uncomputable on the average an
unbounded linear operator (of Banach spaces) that fulfills the effectivity conditions of the First
Main Theorem can possibly be.
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